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FOREWORD 
The ACS SYMPOSIUM SERIES was founded in 1974 to provide 
a medium for publishing symposia quickly in book form. The 
format of the Series parallels that of the continuing ADVANCES 
IN CHEMISTRY SERIES except that in order to save time the 
papers are not typeset but are reproduced as they are sub
mitted by the authors in camera-ready form. Papers are re
viewed under the supervision of the Editors with the assistance 
of the Series Advisory Board and are selected to maintain the 
integrity of the symposia; however, verbatim reproductions of 
previously published papers are not accepted. Both reviews 
and reports of research are acceptable since symposia may 
embrace both types of presentation. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
fw

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



PREFACE 

his volume contains selected papers from a five-session symposium 
Α on "Computer Applications to Chemical Engineering Process Design 

and Simulation" sponsored by the I&EC Division of ACS held in Wash
ington, D.C. in September of 1979. Although shorter symposia on special 
topics in chemical engineering computation have been held under the 
auspices of the AIChE, this was the first symposium devoted to the entire 
field to be held in the United States. The European Federation of 
Chemical Engineers has held regular symposia on Computer Applications 
in Chemical Engineering but the proceedings of these meetings have 
enjoyed only limited circulation in the United States. This volume thus 
represents the only collection of works on computer applications to appear 
in the United States since the C.E.P. Symposium Series volumes on 
computational topics which appeared in the middle sixties. 

The papers comprising this volume are subdivided into four cate
gories: reviews of four major areas of computation research, reviews of 
several key computational topics within these areas, papers discussing 
specific new advances in methodology, and papers demonstrating the 
effective use of computation in modeling, design, and control covering a 
broad range of applications. 

The first of the broad computational area reviews discusses the 
general direction of research in steady-state process simulation and sum
marizes the new ideas in computational architecture to have emerged 
since 1975. This is followed with a review of the main thrusts in control 
theory and on evaluation of the relevance to chemical engineering 
applications. Next the significant developments in numerical methods 
for minimizing nonlinear constrained and unconstrained functions are 
traced. The new developments in recursive quadratic programming 
methods for general nonlinear programs should be of particular interest 
to chemical engineers since they appear to offer a significant advance 
over the generalized reduced gradient techniques that have dominated 
the field for some ten years. Finally, research in computer-aided 
synthesis is appraised, and a summary is given of the significant results 
in six problem areas: heat exchanger networks, separation systems with 
and without heat integration, reaction paths, total flowsheets, and control 
systems. 

xi 
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These wide-ranging reviews are followed by analyses of progress in 
several specialized problem categories: chemical and physical equilibrium 
computations; vapor-liquid equilibrium computations including single 
and multistage V L E separations, multiliquid phase systems, and V L E 
systems with reaction and electrolytes; treatment of measurement errors 
in process networks and computations of choking flows in gas pipe 
networks. 

Next follows a series of reports on important developments in 
computational methods or program packages incorporating novel com
putational features. 

Finally, the volume is capped with papers discussing computer 
applications involving modeling, design, and control spanning a wide 
range from microbial conversion to industrial reactor modeling to drug 
therapy control. 

The scope and quality of these contributions have made the sym
posium a milestone in chemical engineering computation and ensure 
that this volume will be of permanent significance to those involved or 
interested in this area. Both the papers and the symposium as a whole 
have benefitted substantially from the anonymous contributions of a 
large number of conscientious referees for whose efforts we are indebted. 
Finally, the organization and smooth functioning of the symposium as 
well as the successful assembly of this volume are in large part due to the 
commendable work of the following session chairmen: D. A. Mellichamp 
and R. G. Rinker of the University of California-Santa Barbara, G. Blau 
of Dow Chemical USA, and J. Zemaitis of OLI Systems, Inc. 

School of Chemical Engineering 
Purdue University 
West Lafayette, IN 47907 
October, 1979 

G. V. REKLAITIS 

R. G. SQUIRES 

xii 
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1 

Steady State Chemical Process Simulation: 

A State-of-the-Art Review 

Ε. M . R O S E N 

Monsanto Company, 800 North Lindbergh, St. Louis, M O 63166 

Perspective. The use of a mathematical model on 
a computer to simulate a chemical process is now approx
imately two decades old. The field, which has been 
referred to as steady state chemical process simulation, 
flowsheeting or computer aided chemical process design 
to emphasize various shadings and meanings has had a 
major impact on moving chemical process design from 
essentially an art form of the 1950's to an accepted 
engineering science today. 

The field, which of necessity has always attempted 
to merge the areas of chemical engineering, physical 
chemistry, thermodynamics and the various disciplines 
of computer science, has been especially dynamic the 
last several years. This is no doubt due in part to 
the increasing pressure to make better use of energy, 
minimize operating costs and increase the productivity 
of the chemical processes studied as well as the chem
ical engineer himself. 

A determination of the state-of-the-art in a par
ticular field can probably best be viewed by understand
ing the motivation of the contributors. Academic work 
is motivated by a desire to explain nature, a desire to 
solve unsolved problems and, for pragmatic reasons, a 
desire to attract funding. Academic work is usually 
found in the literature. 

Industrial work is motivated by profit, which in 
turn leads to a desire to increase productivity and a 
desire to increase robustness of solutions. Industrial 
organizations judiciously choose among competing ideas 
and programs. The implementations carried out to solve 
their problems are not generally found in the literature. 

0-8412-0549-3/80/47-124-003$08.50/0 
© 1980 American Chemical Society 
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4 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Reviews, Books and Pro j e c t s . The general f i e l d 
was reviewed m 1975 by Motard, Shacham, and Rosen (1) 
and i n a comprehensive fashion i n 1977 by Hlavacek (2̂ ) . 
A f i r s t book on the subject i s scheduled to be r e 
leased i n the l a t t e r h a l f of 1979 (3). 

An indepth evaluation of the field was afforded 
by the ASPEN pro j e c t at MIT sponsored by the U. S. 
Department of Energy. The p r o j e c t was sta r t e d June 1, 
1976 and i s e n t i t l e d , "Computer-Aided I n d u s t r i a l 
Process Modeling". I t s q u a r t e r l y and annual reports 
are a v a i l a b l e from the National Technical Information 
Service (£). 

The User Interface. A wide v a r i e t y of stand alone 
steady state simulation programs and flowsheet systems 
are a v a i l a b l e to the process engineer. These have been 
reported i n a s e r i e s of a r t i c l e s by Peterson, Chen and 
Evans i n 1978 (5) and by Chen and Evans i n 1979 (6) . 
Some p r a c t i c a l advice on the use of the computer Tn 
design i s reported by Weismantel (])· A course i n 
the use of several commercially a v a i l a b l e systems i s 
given i n the AIChE Today Series (8). A report on the 
use of networks to share chemical engineering programs 
among educators was r e c e n t l y issued (9). 

The use of on-line systems to ed i t the input data 
for simulation systems i s widely used. However, 
i n t e r a c t i n g with the program during i t s execution 
i s now being c a r r i e d out i n d u s t r i a l l y . I t s 
advantages (or disadvantages) have not yet been d i s 
cussed i n the l i t e r a t u r e . 

The continuing d e c l i n e i n costs of graphical 
devices and the broadening a v a i l a b i l i t y of easy-to-use 
g r a p h i c a l software has made computer graphics a 
f e a s i b l e t o o l i n flowsheeting presentations and an a l 
y s i s (10). 

General D i r e c t i o n of the F i e l d . The character
i s t i c s of e a r l y flowsheeting systems and t h e i r l i m i t a 
t i o n s were defined by Evans and Seider i n 1976 (11). 
They a l s o attempted to define the c r i t e r i a for an ad
vanced computing system. 

Several trends have been noted, however, i n t h i s 
f i e l d over the l a s t few years: 

1. Use of flowsheeting systems has become widespread. 
Many have been developed to meet the p a r t i c u l a r 
needs of t h e i r environments (12, 13, 14) and often 
serve as a rep o s i t o r y of the company's or develop
er's expertise. 
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1. ROSEN Steady State Simulation 5 

2. There has been a trend toward i n t e g r a t i n g flow
sheeting systems i n t o much l a r g e r systems for 
proj e c t engineering (15, 16_, 17_, 18_) . The same 
p h y s i c a l property data used i n flowsheet simula
t i o n s i s being i n c r e a s i n g l y applied to other pro
j e c t engineering programs. 

3. There has been a broadening acceptance of the 
UNIFAC program f o r the determination of a c t i v i t y 
c o e f f i c i e n t s from molecular structure when no 
data i s a v a i l a b l e (19, 20). Systems increas
i n g l y are sto r i n g both pure component and mixture 
data. 

4. The c a p a b i l i t y to handle d i f f e r e n t p h y s i c a l prop
e r t y c o r r e l a t i o n s for d i f f e r e n t pieces of equip
ment are being added (4_) . 

5. An e f f o r t to develop new algorithms f o r d i f f i c u l t 
or complex c a l c u l a t i o n s , often not attempted be
fore, were undertaken. 

6. A major academic e f f o r t has been mounted to 
reevaluate system a r c h i t e c t u r e s . This has been 
motivated by the l i m i t a t i o n s of the sequential 
modular method for design and optimization {21) · 
This i n turn has led to a strong research e f f o r t 
i n equation solving methods t a i l o r e d to meet the 
needs of process simulation. 

Trends 5 and 6 w i l l be explored further a f t e r noting 
progress i n some of the s c i e n t i f i c and tec h n o l o g i c a l 
foundations of t h i s subject. 

S c i e n t i f i c and Technological Foundations 

Sparse Matrix Methods. In order to get around 
the l i m i t a t i o n s of the sequential modular a r c h i t e c 
ture f o r use i n design and optimization, a l t e r n a t e 
approaches to solving flowsheeting problems have been 
inves t i g a t e d . Attempts to solve a l l or many of the 
nonlinear equations simultaneously has led to consider
able i n t e r e s t i n sparse matrix methods generally as a 
r e s u l t of using the Newton-Raphson method or Broyden's 
method (Z2, 23, 2Λ) . 

The f i e l d was comprehensively reviewed by Duff 
(25) i n 1977. The design features of sparse matrix 
codes are discussed by Duff and Reid (2<5) and the need 
for s u i t a b l e user i n t e r f a c e s i s the subject of a paper 
by George and L i u {2TJ. Generally the goal of the 
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6 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

work i s to set up the equations d i r e c t l y i n such a 
manner so that the e f f o r t to solve the r e s u l t i n g s y s t -
tems, which are g e n e r a l l y sparse, i s minimized. A l t e r 
nately given a sparse system the goal i s to minimize 
the work to get a s o l u t i o n r e a l i z i n g the basic system 
w i l l need to be solved many times. 

Stadherr (28) and Westerberg and Berna (29) d i s 
cuss the reduction of a flowsheet to a form that can 
u t i l i z e sparse methods and Hildago, Correa, Gomez and 
Seader (30) show how the l i n e a r i z e d equations r e s u l t i n g 
from i n t e r l i n k e d separators can be arranged, 

L i n and Mah (31) discuss data structures and 
processing techniques f o r solving nonlinear equations 
and Hernandez and Sargent (32) consider the use of 
automatic algebraic manipulation i n the general case 
of using a mixed system of equations and subroutines. 

P h y s i c a l P roperties. A symposium held at A s i l o -
mar and subsequently published as an ACS Symposium 
Series volume Phase E q u i l i b r i a and F l u i d Properties i n 
the Chemical Industry (33) addressed the s t a t e - o f - t h e -
a r t i n t h i s f i e l d . Motard and Winter (34)discussed 
the h i s t o r y and implementation of p h y s i c a l property 
subsystems i n flowsheeting systems and i n d i c a t e d the 
future needs of such systems. 

In order to gain the f l e x i b i l i t y to change phys
i c a l property methods between modules or add new 
methods, Evans, Joseph and Seider (35)and Seider, Evans, 
Joseph, Wong, and Jirapongphan (36) suggested using a 
pointer system (plex data structure) i n the design of 
p h y s i c a l property subsystems i n flowsheeting systems. 
This method, i n f a c t , has been adopted i n the ASPEN 
system (£). K a i j a l u o t o (37) confirms the advantages of 
the plex data structure but points out i t s negative 
e f f e c t s . There are complexities i n understanding 
the code, d i f f i c u l t i e s i n debugging and t e s t i n g as 
well as d i f f i c u l t y of i n t e g r a t i n g plex data based pro
grams with non-plex programs. Space savings were r e 
ported to be wiped out by the added administrative 
overhead required. 

The time that simulation programs spend i n the 
p h y s i c a l property routines has long been a point of con
cern. Both Leesley and Heyen (38) and B a r r e t t and 
Walsh (39) suggest the use of approximations to the 
thermodynamic functions during the simulation to save 
time. Mah (40)reports on the e f f e c t s that poor thermo-
ph y s i c a l data can have on a design. 

The UNIFAC computer program (UNIversals q u a s i -
chemical Functional group A c t i v i t y C o e f f i c i e n t s ) has 
received broad acceptance throughout the profession 
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1. ROSEN Steady State Simulation 7 

(19, 20). The program estimates the l i q u i d phase 
a c t i v i t y c o e f f i c i e n t s at s p e c i f i e d temperatures and 
l i q u i d compositions from molecular s t r u c t u r e of the 
molecules. Binary or multicomponent solu t i o n s can be 
considered. 

A major l i m i t a t i o n i n many flowsheeting systems 
i s the i n a b i l i t y to handle e l e c t r o l y t e s . New work in 
t h i s area i s now being reported (£1, 42) and two com
mercial systems are a v a i l a b l e (43, 4 4 T T The ASPEN 
system (£) has incorporated a s o l i d s handling capabil
i t y to overcome another common d e f i c i e n c y . 

A new cooperative e f f o r t i n the p h y s i c a l property 
area was i n i t i a t e d i n November 1978, named the Design 
I n s t i t u t e f o r P h y s i c a l Property Data (DIPPR) under the 
American I n s t i t u t e of Chemical Engineers. The e f f o r t 
w i l l focus on the development of a s i n g l e comprehen
sive source of evaluated data f o r chemicals of indus
t r i a l importance (45). 

For routine i n d u s t r i a l work the Technical Data 
Book of the American Petroleum I n s t i t u t e i s c u r r e n t l y 
g e n e r a l l y used f o r p h y s i c a l p r o p e r t i e s of petroleum 
compounds and the book by Reid, Prausnitz and Sherwood 
(The Properties of Gases and L i q u i d s , McGraw H i l l , 1977) 
i s used f o r other organic compounds and t h e i r mixtures. 

Algorithmic Foundations 

F l a s h C a l c u l a t i o n s . The a b i l i t y to carry out 
v a p o r - l i q u i d e q u i l i b r i u m c a l c u l a t i o n s under various 
s p e c i f i c a t i o n s (constant temperature, pressure; con
stant enthalpy, pressure; etc.) has long been recog
nized as one of the most important c a p a b i l i t i e s of a 
simulation system. Boston and B r i t t (£6) reformulated 
the independent v a r i a b l e s i n the basic f l a s h equations 
to make them weakly coupled. The authors claim t h e i r 
method works w e l l for both wide and narrow b o i l i n g 
mixtures, and t h i s has a d i s t i n c t advantage over t r a d i 
t i o n a l algorithms (£7 ). 

A t t e n t i o n has also focused on the r e l i a b l e s o l u 
t i o n to the three phase (1iquid-liquid-vapor) f l a s h 
problem. That the s o l u t i o n i s d i f f i c u l t i s a t t e s t e d 
by the f a c t that few flowsheeting systems have t h i s 
c a p a b i l i t y . Three papers (48, 49, 50) r e c e n t l y 
appeared which proposed s o l u t i o n algorithms. Generally 
i n f i n i t e d i l u t i o n a c t i v i t y c o e f f i c i e n t s are used to 
generate s t a r t i n g compositions. 

Independent t e s t i n g of these algorithms has not yet 
been reported. 
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8 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

D i s t i l l a t i o n C a l c u l a t i o n s , Work done with f l a s h 
c a l c u l a t i o n s and sparse matrix methods was extended to 
d i s t i l l a t i o n c a l c u l a t i o n s . Holland and Gallun (51) 
explored the use of Broyden's method coupled with sparse 
updating procedures to d i s t i l l a t i o n c a l c u l a t i o n s with 
highly non-ideal s o l u t i o n s . Shah and Boston (52), 
and Ross and Seider {53) discuss the case of m u l t i p l e 
l i q u i d s phases on a t r a y . 

Brannock, Verneuil and Wong (5£) and Boston (55) 
considered e q u a l i t y and i n e q u a l i t y constrained d i s t i l l a 
t i o n c a l c u l a t i o n s . 

D i s t i l l a t i o n c a l c u l a t i o n s with r e a c t i o n s taking 
place i n the column are cases f o r which algorithms 
were developed by Bentzen, I r a r r a r a z , Anthony and 
Holland (56) as w e l l as by Tierney (Î57) . 

As with f l a s h c a l c u l a t i o n s , independent t e s t i n g 
and/or comparison of these algorithms has not yet been 
reported. 

Flowsheet Ar c h i t e c t u r e s 

Steady state process simulations require the s o l u 
t i o n s to large sets of generally nonlinear equations 
subject to a v a r i e t y of c o n s t r a i n t s on input flows, 
output flows and/or i n t e r n a l unit v a r i a b l e s . Generally, 
the equations are sparse (most equations have only a 
small number of the unknowns) and many equations may 
be l i n e a r . 

H i s t o r i c a l l y , many of the n a t u r a l l y grouped equa
t i o n s ( f l a s h c a l c u l a t i o n s , d i s t i l l a t i o n s , etc.) were 
solved together as a module u t i l i z i n g s p e c i a l l y de
signed algorithms which were robust (rarely f a i l i n g ) 
and e f f i c i e n t . With the advent of flowsheeting systems 
the most natural method of solving these equations 
was module by module. Systems u t i l i z i n g t h i s approach 
are c a l l e d sequential modular. 

With the r i s e of more complex designs, the needs 
of optimization and designs with greater i n t e g r a t i o n 
and i n t e r a c t i o n between modules, the advantages (great 
f l e x i b i l i t y ) of the sequential modular structure has 
been brought i n t o question. Solving many or a l l of 
the equations (or modules) simultaneously has been 
suggested as a v i a b l e a l t e r n a t i v e to increase the speed 
of s o l u t i o n and allow the easy i n t e g r a t i o n of design 
c o n s t r a i n t s . 

Many of the r e c e n t l y suggested a r c h i t e c t u r e s for 
flowsheeting systems have been reviewed by Motard (58). 
Table 1 i s a l i s t of selected system a r c h i t e c t u r e s 
and some representative systems. 
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1. ROSEN Steady State Simulation 9 

TABLE I 

FLOWSHEET ARCHITECTURES AND SOME REPRESENTATIVE SYSTEMS 

ARCHITECTURE 

SEQUENTIAL 

SYSTEM 

CAPES 
CONCEPT 
DESIGN 
FLOWTRAN" 
FLOWPACK II 
GPS 

,TM 

PROCESS TM 

REFERENCE 

14 
62 
60 
59 
93 
63 
61 

LINEAR MPB-II 
SYMBOL 

78 
77 

SIMULTANEOUS JUSE-GIFS 
MULTICOL 
QUASILIN 

84, 85 
92 
91 

SIMULTANEOUS 

MODULAR 

DIS 

TISFLO 

13 

12 
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10 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Sequential Modular. By f a r the most experience 
with flowsheeting systems has been with the sequential 
modular ar c h i t e c t u r e (59-6_3 ) . I t i s t h i s a r c h i t e c t u r e 
that i s most e a s i l y uncTerstood by the process engineer. 
Each module c a l c u l a t e s a l l output streams from input 
streams subject to module parameters. Generally, the 
stream v a r i a b l e s c o n s i s t of component flows, temper
ature (or enthalpy) and pressure as the independent 
v a r i a b l e s . Other dependent v a r i a b l e s such as t o t a l 
flow, f r a c t i o n vapor and t o t a l enthalpy (or temperature) 
are often c a r r i e d i n the stream. 

There are two major problems which a r i s e i n se
qu e n t i a l modular a r c h i t e c t u r e s which s e r i o u s l y a f f e c t 
t h e i r s o l u t i o n e f f i c i e n c y : 

1. Recycle loops 
2. Design s p e c i f i c a t i o n s 

P a r t i t i o n i n g and the Cycle Matrix. Sequential 
modular systems require an order of c a l c u l a t i o n (prece
dence order) be given to the modules. There are 
generally four steps taken to determine t h i s ordering. 

1. P a r t i t i o n i n g of the flowsheet i n t o r e c y c l e loop 
nets. 

2. Precedence ordering of the nets. 
3. Tearing of the r e c y c l e loops i n the nets. 
4. Precedence ordering of the modules (nodes) i n 

the r e c y c l e loops. 

The basic idea i n p a r t i t i o n i n g procedures i s a 
successive i d e n t i f i c a t i o n and condensation of r e c y c l e s 
i n t o pseudonodes with the same inputs and outputs as 
the included r e c y c l e s . Methods f o r i d e n t i f i c a t i o n of 
r e c y c l e s for p a r t i t i o n i n g purposes can be divided into 
two main c l a s s e s : Powers of adjacency matrix (e.g. 
Kehat and Shacham (64)) and path t r a c i n g (e.g. Henley 
and Williams (65)). These are reviewed by Gros, 
K a i j a l u t o and Mattsson (66) and Venkatesh ((57) · 

Figure 1 gives an example (66) of a network par
t i t i o n e d i n t o two r e c y c l e loop nets, c o n s i s t i n g of 
the loops S001, S002, S003 and S005, S006, S007. A 
net i s a group of modules that cannot be solved with
out te a r i n g (guessing) a stream(s) to make the net 
solvable. The precedence order i s solve net A then 
net B. 

Figure 2 i s a system that cannot be p a r t i t i o n e d 
and c o n s i s t s of a s i n g l e net. While net A i n Figure 
1 can be solved f i r s t to determine S004 and then net 
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ROSEN Steady State Simufotion 

S002 S005 
s o n 

Isooi S004 S006 

S008 S003 S007 S010 

Figure 1. A network with two nets 

S002 S005 
SOU S009 

S001 S006 

S008 S003 S007 S010 

Figure 2. A system with a single net 
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12 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Β can be solved, the e n t i r e system i n Figure 2 cannot 
be p a r t i t i o n e d and a l l streams must be solved simul
taneously. 

One of the basic t o o l s of a n a l y s i s for tearing 
i s the cy c l e matrix. This c o n s i s t s of a matrix of 
streams (the row) and the loop i n which they are 
contained i n columns. For example, consider Figure 3 
(the Cavett problem). The cycle matrix i s found by 
pl a c i n g a 1 i n the loop column i f a stream appears i n 
a loop or 0 i f i t does not. This i s shown i n the cycle 
matrix of Figure 4. The t o t a l number of loops i n 
which a stream i s included i s c a l c u l a t e d and placed 
i n the loop t o t a l column. We s h a l l use t h i s number 
l a t e r . Note that the loop must pass through a module 
(node) only once. 

The Optimal Tearing C r i t e r i o n . Various c r i t e r i a 
f o r t e a r i n g have been suggested from time to time as 
the most s u i t a b l e to minimize the t o t a l amount of c a l 
c u l a t i o n required f o r convergence. These include: 

1. Minimum number of i t e r a t i o n streams. 
2. Minimum number of stream v a r i a b l e s ( i t e r a t i o n 

stream parameters). 
3. Weighting according to preferred streams. 
4. Minimum t o t a l number of loops torn. 

Each of these c r i t e r i o n can be put in t o a s i n g l e 
mathematical form as given by Pho and Lapidus (68): 

η 
Min Σ P.:*-: j = 1,2,...,η streams (1) 

j=l 3 3 

where p.. i s an (integer) weighting f a c t o r subject to 

η 
Σ a..χ. 1 i = l , 2 , . . . m loops 
j=l 1 , 1 3 

χ. = 0 or 1 D 

This i s a l i n e a r integer programming problem where 
the x. i s the stream to be selected or not (0,1) and 
the a^. i s the element (0,1) i n the cyc l e matrix. 
Note tnat the co n s t r a i n t requires that each loop must 
be torn at l e a s t once. 

C r i t e r i o n (1) assigns each p. = 1. C r i t e r i o n (2) 
sets ρ. equal to the number of unknowns i n each stream. 
C r i t e r i o n (3) would allow the engineer to s e l e c t the 
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1. ROSEN Steady State Simulation 13 

PI 

Figure S. Cavett problem 

Stream 
Loop Loop 

Sum Stream 1 2 3 
Loop 
Sum 

Zl 1 0 1 2 

S2 0 0 1 1 

SI 1 0 0 1 
Z2 0 1 1 2 

S3 0 1 0 1 

Rl 1 0 0 1 
R3 0 1 0 1 

R2 0 0 1 1 

Figure 4. Cycle matrix for Cavett problem 
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14 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

tear stream based on his knowledge of the streams. 
C r i t e r i o n (4) assigns ρ equal to the t o t a l loops each 
stream tears. Minimization of Equation (1) with t h i s 
l a s t c r i t e r i o n i s the one which c u r r e n t l y appears 
optimal when so l u t i o n of the torn streams i s by d i r e c t 
s u b s t i t u t i o n . 

C r i t e r i o n (4) says, i f p o s s i b l e , tear each loop 
only once. This was deduced by Upadhye and Grens (69) 
and separately by Barehers (7£) . 

Figure 5 gives a system where i t i s not p o s s i b l e 
to tear each loop only once and Figure 6 gives i t s 
cycle matrix. 

In t e a r i n g t h i s system we see that tearing S2, 
S4, S6 tears a l l the loops but the sum of the loops 
torn i s 6 rather than 5, the number of loops present. 
However, there i s no way to tear that can reduce t h i s 
number of loop tears. 

The s e l e c t i o n of tear streams which tear each loop 
at l e a s t once can often be done by i n s p e c t i o n of 
the c y c l e matrix. In complex cases, however, a 
method to solve the 0, 1 programming problem i s needed. 
Branch and bound i s one f e a s i b l e method. The s e l e c t i o n 
between a l t e r n a t i v e s o l u t i o n s may depend on how w e l l 
the stream can be estimated to get s t a r t e d . Generally 
i t i s best to minimize the maximum times a given loop 
i s t o r n . 

Once the tear streams have been selected, the 
problem i s reduced to solving the simultaneous non
l i n e a r equations: 

F(X) = Φ(Χ) - X (2) 
Residual Calculated Estimated 

by sequential value 
pass through 
the flowsheet 

where X i s the unknown tear stream v a r i a b l e vector and 
Φ(Χ) i s the c a l c u l a t e d values of the v a r i a b l e s r e s u l t 
ing from c a l c u l a t i n g through the loops. I f the l a r g e s t 
absolute element ( i . e . , the cubic norm) of the r e s i d 
ual using d i r e c t i t e r a t i o n i s p l o t t e d versus i t e r a t i o n 
on semilog paper then the slope of the l i n e i n the 
l i n e a r region gives the maximum eigenvalue of the Jaco-
bian of Φ (X) at the s o l u t i o n (7_1). This assumes the 
maximum eigenvalue i s p o s i t i v e , the most common case. 

Evidence that tearing each loop once, i f p o s s i b l e , 
i s the "best" tearing c r i t e r i o n has been presented by 
Gros, K a i j a l u o t o and Mattsson (66) independent of the 
diagonal method (see below) used for convergence. 
Figure 7 taken from Rosen and Pauls (59) gives a p l o t 
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1. ROSEN Steady State Simulation 15 

Figure 6. Cycle matrix for system 
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16 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Figure 7. Convergence of the Cavett problem by direct substitution 
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1. ROSEN Steady State Simulation 17 

of the cubic norm of the r e s i d u a l for d i f f e r e n t tears 
to the Cavett problem using d i r e c t s u b s t i t u t i o n . Note 
the RI, R2 f R3 three stream tear (which i s the minimum 
loop tear) leads to a smaller maximum eigenvalue than 
the ZI, Z2 two stream tear which tears one loop more 
than once. A l l equivalent solutions to Equation (1) 
would have d i r e c t s u b s t i t u t i o n slopes which are the same. 

I t i s unfortunate that the cubic norm of the 
r e s i d u a l has been c a l l e d e r r o r . Hence we prefer the 
word r e s i d u a l to d i s t i n g u i s h i t from error, the l a t t e r 
which implies the s o l u t i o n i s known. 

Equation (2) i s of the si z e equal to the number 
of tear streams times number of v a r i a b l e s . Since t h i s 
can e a s i l y be equal to 50 or 60, methods to solve 
Equation (2) have been sought which avoid as much as 
possible evaluations of the flowsheet, i . e . Φ (X). The 
most popular methods have been d i r e c t s u b s t i t u t i o n (which 
i s slow but stable) or a c c e l e r a t i o n methods such as 
bounded Wegstein method (72) the Dominant Eigenvalue 
method (11) or Broyden's method (22_) . Each of these 
methods can be thought of as a means of approximating 
the Jacobian (J(X)) of F(X) i n the s o l u t i o n of Equation 
(2) by the Newton-Raphson method. (In t h i s sense these 
methods are a l l quasi-Newton methods though the term 
i s g e n e r a l l y used only when the f u l l matrix or i t s 
inverse i s approximated.) In the case of the Dominant 
Eigenvalue method, the diagonal elements of J(X) are a 
constant equal to the estimate of the maximum eigen
value minus one. In the case of Wegstein's method the 
diagonal i s the secant slope approximation to the 
d e r i v a t i v e minus one. In the case of Broyden's method, 
the f u l l matrix i s approximated. 

Kluzik (7_3) compared diagonal versus f u l l matrix 
approximations to J(X) and concluded that: 

1. Broyden's method converges r a p i d l y i n the l i n e a r 
region (near the solution) to a t i g h t tolerance. 
I t i s slow i n the nonlinear region. 

2. In the nonlinear region, f a r from the s o l u t i o n , 
diagonal methods make more rap i d progress. 

This would suggest that i n i t i a l approximations to 
J (X) using Wegstein's method should be followed by 
using Broyden's method. 

Another combination method shown to be e f f e c t i v e 
i s the delayed Wegstein method (59). Here Wegstein's 
method i s applied at f i x e d i n t e r v a l s between d i r e c t 
i t e r a t i o n s . Orbach and Crowe (71) used the Dominant 
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18 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Eigenvalue a c c e l e r a t i o n between d i r e c t s u b s t i t u t i o n only 
when the estimate of the dominant eigenvlaue changed 
by some small amount between d i r e c t s u b s t i t u t i o n s . 

The Problem of Design. Since the modules i n se
q u e n t i a l modular systems c a l c u l a t e outputs from inputs, 
one cannot e a s i l y s p e c i f y an output (often design) 
s p e c i f i c a t i o n s . This problem i s generally handled by 
p l a c i n g a root f i n d i n g procedure ( i . e . , a "control 
block") around the modules and adjusting a parameter 
i n a module such that the desired s p e c i f i c a t i o n i s 
met (see 4^7). From an equation s o l v i n g point of view, 
t h i s leads to a loop within loop structure. (It should 
be emphasized, however, t h i s has the great advantage 
of s t a b i l i t y and subsequently, s o l u t i o n r e l i a b i l i t y ) . 
Since many design s p e c i f i c a t i o n s may be required, one 
often ends up with many loops within loops. 

Consider f o r example the problem of converging 
a r e c y c l e loop within a c o n t r o l loop as shown i n Figure 
8. I f u n i t s 1, 2 and 3 were, say, f l a s h u n i t s and i t 
was desired to adjust the temperature i n unit 2 to 
achieve a s p e c i f i e d component flow i n stream S5, then 
the r e c y c l e loop (S4) could be solved within the con
t r o l loop : 

->1. Estimate Τ i n un i t 2 
r*2. Estimate S4 

3. Calculate u n i t s 1, 2, and 3 to get new estimate 
of S4 

1—4. Compare c a l c u l a t e d S4 with estimated S4 
5. Evaluate component flow i n S5 
6. Compare design s p e c i f i c a t i o n with observed 

value 

Other loop within loop orderings are p o s s i b l e . 
Metcalfe and Perkins (74) and Perkins (75) com

bined the r e c y c l e c a l c u l a t i o n s with the design s p e c i 
f i c a t i o n s to solve simultaneously equations of the form 

F(X,P) = Φ(Χ,Ρ) - X 
(3) 

G(X,P) = H(X,P) - D 

where Ρ are the system parameters, D are design s p e c i 
f i c a t i o n s and X are the r e c y c l e loop v a r i a b l e s . Broy
den's method was used on the equations with the modi
f i c a t i o n that i f a newly predicted point led to a much 
worse (order of magnitude) f u n c t i o n a l evaluation (sum 
of squares r e s i d u a l s ) then a step length f a c t o r would 
be reduced by 10 u n t i l a step length would be found 
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S4 

SI S2 s 3 > 
S5 

—> 
1 2 3 
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Figure 8. Control with recycle loop 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



20 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

that led to a l e s s than order of magnitude f u n c t i o n a l 
increase. This new point only then would be used to 
update the Jacobian inverse. Metcalfe and Perkins 
showed i f a (greater than order of magnitude) poor 
point i s used to update the matrix, then i t would lead 
to a nearly singular matrix. In a d d i t i o n , a near 
singular matrix, the authors i n d i c a t e , i s an i n d i c a t i o n 
of a badly posed problem. 

I t may be commented that the loop i d e n t i f i c a t i o n 
methodology and t e a r i n g c r i t e r i o n does not include 
c o n t r o l loops. With c o n t r o l loops present, one order
ing deduced from a minimum loop tear may be v a s t l y more 
e f f i c i e n t than an equivalent s o l u t i o n ordering. Just 
how to incorporate c o n t r o l loops i n the tearing c r i -
t e r i o n s does not appear to be addressed i n the l i t 
erature. 

Linear. Since mass and energy are l i n e a r l y r e 
l a t e d between modules, purely l i n e a r flowsheet c a l c u l a 
t i o n s can be formulated as a s o l u t i o n to a set of l i n e a r 
equations once l i n e a r models f o r the modules can be 
constructed. Linear systems, e s p e c i a l l y for material 
balance c a l c u l a t i o n s can be very useful (16) . Two 
general systems, based on l i n e a r models, SYMBOL (77) 
and MPB II (78_) are indicated i n Table 1. MPB II i s 
based on a t h e s i s by Kniele (79). I f Y i s the vector 
of stream outputs and the module stream inputs are X, 
then as discussed by Mahalec, Kluzik and Evans (80) 

can represent a r e l a t i o n s h i p between a l l input and out
put streams i n a flowsheet. In a d d i t i o n , i f C i s a 
connection matrix which i n d i c a t e s how output streams 
are connected to input streams then 

where F i s a vector of external feed streams. Knowing 
the C matrix from the flowsheet, the A matrix, the Β 
and F vectors Equations (4) and (5) may be solved 
simultaneously to f i n d the X and Y vectors. A l t e r n -
nately, Equations (4) and (5) can be combined to give 
e i t h e r 

Y = A X + Β (4) 

X = CY + F (5) 

X = [I - CA] -1 (CB + F) (6) 

or 

Y = [I - AC]""1 (AF + B) (7) 
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1. ROSEN Steady State Simuhtion 

Table 2 gives a simple flowsheet and c a l c u l a t i o n s 
i n d i c a t i n g how these equations are used. Generally, 
simple modules such as s p l i t modules, add modules and 
fi x e d extent of reac t i o n modules may be u t i l i z e d with
i n t h i s approach. Note that for fi x e d extent of 
rea c t i o n modules 

Y = X + Β 

where Β i s a vector of component re a c t i o n productions. 
This i s of the form 

and the a., i s the stoi c h i o m e t r i c c o e f f i c i e n t for 
component -*\ i n r e a c t i o n j . The extent of reaction j 
i s e.. Certain types of design s p e c i f i c a t i o n s can 
often be included d i r e c t l y i n t o l i n e a r systems. I f 
any input or output stream i s f i x e d then a system 
parameter would have to be adjusted ( i . e . , become a 
v a r i a b l e ) . For example i n the Table 2 example i f Y 
were f i x e d then the Β vector (reactor production) could 
become the independent v a r i a b l e . Hutchison (81), 
Sood, R e k l a i t i s , and Woods (1B2) and Sood and R e k l a i t i s 
(83) discuss l i n e a r systems. 

Simultaneous. In order to circumvent the i n -
e f f i c i e n c i e s associated with loop w i t h i n loop s t r u c t -
tures forced by the module design and sequential mod
ula r approach, there has been considerable academic 
e f f o r t to inv e s t i g a t e how to perform a l l computations 
simultaneously. The p o t e n t i a l advantages of t h i s 
g l o b a l (or "equation oriented") approach are generally 
recognized but acceptance of the approach has been slow 
due to a number of reasons: 

1. The complexity of the executive i n s e t t i n g up the 
equations to be solved. 

2. The p o t e n t i a l space required f o r such a sol u t i o n 
i s l a r g e , though t h i s problem i s disappearing. 

3. The numerical problems associated with the methods. 

η 
Σ 
i = l 

α. j = 1,2...number of reactions,m 

4. I f the s o l u t i o n f a i l s the user may be l e f t with 
l i t t l e u s e f u l information. 
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T A B L E I I 

L I N E A R S Y S T E M W I T H F I X E D E X T E N T R E A C T O R 

* * 3 

Y l X 2 

STOICHIOMETRIC 
COEFFICIENTS 2 

Σ α . . e . = 
13 3 

j = l 
B l 

No. COMPONENT F l 1 2 

2 
Σ α . . e . = 

13 3 
j = l 

B l 

1 CH 4 7 -1 -1 

2 15 -1 -1 - β Ί - e 2 -3 

3 CO 4 1 -1 -1 

4 H2 4 3 1 3 e l + e2 5 
5 co 2 1 1 e2 2 

SUM 31 2 

UNIT 1 Reactor 

CH 4 + H 20 * — : CO + 3H 2 e 1 = 1 

CO + H 20 < c — - C0 2 + H 2 e 2 = 2 

UNIT 2 S p l i t t e r 

Y 2 = 0.3 X 2 Y 3 = 0.5 X 2 Y 4 = 0.2 X 2 
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TABLE III 

SOLUTION TO LINEAR SYSTEM OF TABLE 2 

VECTOR/MATRIX SIZES 

x i ' V F i - B i 
S x 1 

A 
20 χ 15 15 χ 20 

Β 
15 χ 1 20 χ 1 

SOLUTION 

11 " x 2 = *20" x 3 = 10 
23 40 20 
6 10 5 

10 30 15 
3 10 5 

53 SUM = 110 SUM = 55 
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Despite these p o t e n t i a l d i f f i c u l t i e s , e f f o r t s to 
attack t h i s problem have been undertaken and some 
progress has been made. The nonlinear equations 
are g enerally attacked by methods (e.g. Newton-Raphson) 
which require p e r i o d i c s o l u t i o n of l i n e a r equations. 

Equation Solvers. This approach may be implemented 
i n a number of ways. One approach i s to pass the r e 
sid u a l s of the equations and the independent v a r i a b l e s 
to the executive f or s o l u t i o n . In t h i s way the nature 
of the modules can be preserved. JUSE-L-GIFS (8£, 85) 
appears to use t h i s type of a r c h i t e c t u r e . 

Kubicek, Hlavacek and Prochaska (82) applied the 
Newton-Raphson method to the equations r e s u l t i n g from 
interconnected d i s t i l l a t i o n columns. 

The authors reported nonconvergence when nonideal 
vapor l i q u i d e q u i l i b r i a was used, slow convergence at 
other times and n o n - f e a s i b i l i t y for more than two 
" c o n t r o l l e d simulation" loops. 

Berna and Westerberg (8̂ 7) i n d i c a t e how some of the 
mu l t i p l e root problems encountered i n equation s o l v i n g 
approaches i n process simulations can be overcome. 

Quasi L i n e a r i z a t i o n . This approach attempts to 
put the nonlinear equations i n the form 

A(X) X = B(X) (8) 

The A matrix and Β vector i s generally a function 
of X. Once X i s solved from Equation (8) i t i s used 
to regenerate a new value of A. This i s repeated u n t i l 
convergence. 

Equation (8) i s of the form of the Newton-Raphson 
method. The A(X) matrix, however, i s not n e c e s s a r i l y 
the Jacobian, J ( X ) . Just how the A(X) i s set up de
pends on the a p p l i c a t i o n . Bending and Hutchison (88) 
developed the method f o r pipe flow networks. Hutchi
son and Shewchuk (8_9) applied the method to multiple 
d i s t i l l a t i o n towers. Gorczynski and Hutchison (90) 
d e t a i l the method f o r flowsheeting systems. Q u a s i l i n 
(91) i s a flowsheeting system based on t h i s approach. 
MULTICOL (92) appears to solve interconnected columns 
by means of t h i s approach as w e l l . 
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Simultaneous Modular. There has been an almost 
continuum of a r c h i t e c t u r e s suggested to take advantage 
of the better features of sequential modular, l i n e a r 
and simultaneous a r c h i t e c t u r e s . Most of these sugges
t i o n s seek to r e t a i n the c a l c u l a t i o n modules (since 
m i l l i o n s of d o l l a r s have been invested i n sequential 
modular software) and thus the name simultaneous 
modular has been applied. FLOWPACK II (93) apparently 
has some simultaneous modular features. 

Simultaneous modular a r c h i t e c t u r e can probably 
be further broken down i n t o two categories. 

1. Those a r c h i t e c t u r e s which attempt to solve r e c y c l e 
and c o n t r o l loops simultaneously. 

2. Those a r c h i t e c t u r e s which use a "two t i e r e d " 
approach (Figure 9) using a f u l l y l i n e a r i z e d 
system a l t e r n a t e l y with a rigorous modular c a l 
c u l a t i o n . 

Rosen (94) suggested t h i s l a t t e r approach a l t e r 
nating between a s p l i t f r a c t i o n model of the system 
and rigorous flowsheet modules to regenerate new s p l i t 
f r a c t i o n s . The s p l i t f r a c t i o n s were i n i t i a l l y e s t i 
mated to begin the i t e r a t i o n s and the system converged 
when the s p l i t f r a c t i o n s changed by a small amount. 
Weisenfelder and Olsen (95) reported success with t h i s 
method for i n t e r l i n k e d d i s t i l l a t i o n columns but Maha-
l e c , Kluzik and Evans (00) i n d i c a t e d s p l i t f r a c t i o n 
models tend to be unstable. 

A number of v a r i a t i o n s are p o s s i b l e with such two 
t i e r e d sytems. Tearing can take place i n the conven
t i o n a l way and the torn streams can be estimated. Each 
module i n turn can be c a l c u l a t e d as i n the sequential 
modular systems. A l i n e a r i z e d model of each module can 
then be generated which i n turn can be used i n the 
l i n e a r i z e d flowsheet model. From Equation (1) 

F(X) = Φ(Χ) - X (9) 
Residual Calculated Estimated 

from 
l i n e a r i z e d 

models 
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NEW VALUES FOR LINEAR 
MODELS OF THE MODULES 

\ > 

f 

RIGOROUS MODULES 
LINEARIZED FLOWSHEET 
SYSTEM WITH LINEARIZED 

MODULES 

I I 

< 
GENERATE INPUT FLOWS TO ALL UNITS 

Figure 9. Two-tier approach 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 
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Here X i s the i n i t i a l estimate of the tear stream 
and Φ (X) i s c a l c u l a t e d from the l i n e a r i z e d model. A l 
t e r n a t e l y a l l streams can be torn and then be r e e s t i -
mated from the l i n e a r i z e d model. 

Kehat and Shacham (96) used s p l i t f r a c t i o n models 
to estimate the Jacobian when the Newton-Raphson method 
i s used to solve Equation (1). The authors concluded 
that t h e i r method i s very e f f i c i e n t f o r systems with 
more than one tear stream and when there i s only a 
weak i n t e r a c t i o n between v a r i a b l e s i n the tear stream. 

Sood, Khanna and R e k a l i t i s (9T) and McLane, Sood 
and R e k l a i t i s (98) discuss m u l t i p l e t i e r systems and 
s t r a t e g i e s to use for t h e i r s o l u t i o n . 

Umeda and Nishio (99) using f u l l y l i n e a r i z e d 
models compared the sequential modular and simultaneous 
modular approaches and concluded each a r c h i t e c t u r e had 
i t s area of a p p l i c a b i l i t y . 

L i n (100) suggested breaking the process flowsheet 
in t o one or more blocks of modules. Each block of mod
ules contains one or more modules and a l l of the mod
ules i n the same block are solved simultaneously. The 
whole process flowsheet i s then solved by conventional 
sequential modular approach by t r e a t i n g each block as 
a module. 

The Future 

Flowsheeting systems have become and w i l l remain a 
routine t o o l used i n the design and a n a l y s i s of chemi
c a l processes. The spurt i n new algorithms and a r c h i 
tectures over the l a s t three years w i l l probably r e s u l t 
i n a period of d i g e s t i o n and evaluation over the next 
several years. Current systems w i l l probably remain 
i n place as long as they are providing u s e f u l r e s u l t s 
for t h e i r users. Nevertheless, there w i l l continue to 
be pressures to generate more robust algorithms, im
provements to speed up the c a l c u l a t i o n and integrate 
flowsheeting systems i n more comprehensive systems for 
proje c t engineering. 
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2 
A Review of Optimization Methods for Nonlinear 

Problems 

R. W. H. SARGENT 

Department of Chemical Engineering and Chemical Technology, 
Imperial College of Science and Technology, London SW7, England 

The field of optimization is vast and all-embracing. 
Relevant papers are published at a rate of more than 200 per 
month, spread over more than 30 journals, without counting the 
numerous volumes of conference proceedings and special collec
tions of papers. The Tenth International Symposium on Mathe
matical Programming held in August this year has alone added 450 
papers to the list. Applications are equally varied and wide
spread. 

This review cannot therefore hope to be comprehensive and 
its scope is firmly restricted to general methods for dealing 
with nonlinear problems, both with and without constraints, 
since these are the most common in chemical engineering appli
cations. Integer programming methods are not reviewed, since 
most of the mathematical developments are concerned with mixed 
integer-linear problems which are of limited interest to chem
ical engineers. Branch-and-bound techniques are still the 
basic tools for nonlinear integer problems, and since heuristics 
play such an important role the techniques can only be considered 
in relation to specific applications. 

Many specialized techniques exploiting particular problem 
structures are ignored, and fields which involve considerations 
outside the question of the optimization techniques themselves 
are also excluded. Thus for example the whole field of function 
approximation and model parameter f i t t ing has been left out. 

Although there have been significant theoretical advances 
in recent years, particularly in connection with stabil i ty, 
sensitivity and convergence analysis, these also are largely 
ignored. The emphasis is on algorithmic developments because 
to the user the theoretical advances are of no account until 
they are embodied in implementable algorithms. 

0-8412-0549-3/80/47-124-037$05.00/0 
© 1980 American Chemical Society 
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38 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Unconstrained Minimization. 

The quasi-Newton or variable-metric methods introduced by 
Davidon {1} have now become the standard methods for finding an 
unconstrained minimum of a differentiable function f(x), and an 
excellent review of the basic theory has been given by Dennis 
and More {2}. 

These are iterative methods of the form 

V i = \ " \ \ g k ' ) 

S k + 1 " S ( S k ' p k + l ' W ' ) 

where χ is an η - v e c t o r , i3^} k=0,l,2, . . . is a sequence of 
iterates with an arbitrary starting point χ , g^ is the gradient 
of the function f(x) at x^ p f e + 1 = - x j , q f c + 1 = 
and is a local approximation to the inverse of the Hessian 
matrix of f(x). Classically, the scalar is chosen to minimize 
the function f(x^ " ~ α ^ δ ^ with respect to a. 

The methods differ in the formula used to generate the 
sequence S , k=0,l,2, and after Fletcher and Powell's {3} 
analysis o ï Davidon1s method a whole spate of formulae were in
vented in the sixties. Broyden {4} introduced some rationaliz
ation by identifying a one-parameter family, and recommended a 
particular member, now commonly referred to as the BFGS (Broyden-
Fletcher-Goldfarb-Shanno) formula. Huang {5} widened the family, 
but by the end of the sixties numerical experience was producing 
a consensus that the BFGS formula was the most robust of the 
formulae available. The formula is 

s k + i = \ { p k + i " s k V i ) p k + i + P k + i ( V i p k + r V W }, 
(2.2) 

where S^S^, ^ + 1 = Ρ * + Λ + 1 , ^ = P k + i q k + l / q k + l S k q k + l . 

A turning point dame with a theorem of Dixon {6}, who show
ed that a l l quasi-Newton formulae (those for which 
p^+^) in Huang's family generate identical steps even for general 
functions, and this directed attention to a choice based on 
numerical stabil ity rather than on theoretical properties, such 
as maintenance of positive-definiteness of the Ŝ  {7}. In fact 
Broyden {4}, Fletcher {8} and Shanno {9} a l l arrived at the 
choice of the BFGS formula from consideration of conditioning of 
the resulting matrices. Shanno and Kettler {10} specifically 
considered a quantitative criterion for optimal conditioning, 
while Fletcher {8} was the first to suggest varying the update 
formula from step to step in the light of such a criterion. The 
idea was further developed by Davidon {11} and by Oren and 
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2. SARGENT Optimization Methods 39 

Spedicato {12}, but later Spedicato {13} noted that the criteria 
used by these authors were identical. 

Clearly is related to the function f(x), and in partic
ular i t must be scaled in inverse proportion to any scaling of 
f(x). This led Oren and Luenberger {14} to investigate the sym
metric members of Huang1 s family for which ^^i^+^^^+lP^+l > 
with the scalar Ρ^..^ chosen to adjust the scaling ofS,+^. 
This "self-scaling idea was further developed by Spedicato {15} 
who considered formulae which were invariant to a scalar non
linear transformation of f(x), and this also generalizes other 
attempts to approximate f(x) using more general classes than 
quadratic functions {16,17,18,19}. 

Numerical comparisons of the optimal conditioning and self-
scaling ideas with the classical formulae have been published by 
Spedicato {15,20}, Brodlie {21}, Shanno and Phua {22}, Zang {23} 
and Schnabel {24}. The evidence is not conclusive, but i t seems 
that the classical BFGS formula is hard to beat. Optimal con
ditioning involves more arithmetic at each iteration, which pays 
off only on seriously ill-conditioned problems. There seem to be 
special types of functions for which self-scaling gives a marked 
improvement but in general its performance is inferior, and the 
same seems to be true of the methods based on nonlinear trans
formations. 

The early analysis of Fletcher and Powell {3} interpreted 
Davidon's method as one which generates conjugate directions, 
which naturally gives rise to the idea of minimization along 
these directions. However i t was soon realized that minimiza
tion to high precision is an unnecessary expense, and indeed is 
not implied i f the formulae are interpreted as secant approxi
mations to the inverse of the Hessian matrix. In fact true mini
mization must be abandoned in favour of a "descent test" to 
guarantee convergence in a practical algorithm {25}, and various 
step-length rules are given by Sargent and Sebastian {7} who 
showed how algorithms can be designed to ensure global converg
ence to a stationary point. Numerical experience also shows that 
the simple Armijo rule {26,25} coupled with a descent test is 
more efficient than minimization, provided that step-length 
expansion is also used i f the test is satisfied immediately. 

For years everyone has been content with algorithms which 
produce a descent path to a stationary point, which can of 
course be a saddle-point rather than the desired local minimum. 
However McCormick {27} has put forward an idea, later developed 
by More and Sorensen {28}, for the use of directions of nega
tive curvature coupled with descent directions to ensure con
vergence to a local minimum. 

The goal of achieving the global minimum rather than just a 
local minimum s t i l l has its attractions. Various approaches are 
given in the collections of papers edited by Dixon and Szëgo{29} , 
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40 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

while the recent "tunnelling algorithm11 of Levy and Montalvo 
{30} seems to be an effective version of the function-modifica
tion approach to the problem. An excellent discussion of the 
issues and the different approaches is given by Griewank {31}. 

As computers become more powerful the problems tackled be
come ever larger, and inevitably storage problems arise. This 
has revived interest in the conjugate gradient methods, which 
require storage of only a few η - v e c t o r s rather than an nxn matrix, 
Powell {32} gives an interesting analysis yielding new insight 
into the working of these methods. He extends the work of Beale 
{33} and Calvert {34}, giving evidence for favouring a particular 
conjugate-gradient formula and providing an automatic test for 
restarting. Even so, conjugate-gradient methods remain less 
efficient and less robust than quasi-Newton methods, providing 
an incentive to apply sparse-matrix techniques to the latter. 

Now i f the Hessian matrix is sparse its inverse is likely 
to be dense, so instead of (2.1), we use 

V i = \ ~ W , ) 

\ \ - - « k , ) ( 2 ' 3 ) 

\*i " H ( V * W W . ) 
where H^ is an approximation to the Hessian matrix i tself , and 
in order to solve for s, we store and update the triangular 
factors of H^. The techniques for updating sparse triangular 
factors are given by Toint {35}. 

There has been l i t t l e recent work on methods for differ-
entiable functions which avoid explicit evaluation of derivatives. 
Powell's conjugate direction method {36} is s t i l l used, but the 
generally accepted approach is now to use standard quasi-Newton 
methods with finite-difference approximations to the derivatives. 
On the other hand there has been considerable interest in methods 
for nondifferentiable functions, as shown by the collection of 
papers edited by Balinski and Wolfe {37}, in which the technique 
described by Lemarechal is of particular interest. Other con
tributions in this diff icult field are due to Shor {38}, 
Goldstein {39}, Clarke {40}, Miff l in {41,42, Auslender"{43} and 
Watson{44}. In general these problems are much more diff icult 
to solve than those involving differentiable functions, but they 
are becoming increasingly relevant to optimum design problems 
involving tolerances {45,46}. 

Nonlinear Programming. 

The general nonlinear programming problem is 

Minimize f(x) , ) 
subject to φ(χ) >A 0 , ) (3.1) 

ψ(χ) = 0 , ) 
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2. SARGENT Optimization Methods 41 

where f(x) is a scalar function of the η - v e c t o r χ , φ(χ) is an 
m-vector and ψ(χ) is a q-vector. 

The state of the art in 1974 in dealing with such problems 
is admirably summarized in the collection of papers edited by 
G i l l and Murray {47}. At that time the middle ground was held 
by feasible-point projection or reduced-gradient methods, with 
a strong challenge from augmented Lagrangian methods. Fletcher 
himself was disenchanted with his "exact penalty-function" method 
and tended to favour the augmented Lagrangian approach, and there 
were s t i l l strong protagonists for the original penalty-function 
approach. 

The classical penalty-function methods have now finally be
come part of history, the early promise of the augmented Lagrang
ian approach has faded, and there has been a coalescence of the 
approach used in the projection methods with the exact penalty-
function approach. 

The classical penalty-function idea was to convert the orig
inal constrained problem into an unconstrained one by increasing 
the objective function ar t i f ic ia l ly i f the constraints were 
violated, adding a penalty term reflecting the magnitude of the 
constraint violations. The method originated with Frisch {48} 
and Carroll {49} but was mainly developed by Fiacco and 
McCormick {50}. Good reviews are given by Lootsma {51} and Ryan 
{47,ppl75-190}. The difficulty with the approach is that i t is 
by definition approximate, and to obtain good approximations the 
constraint violations must be heavily weighted in relation to the 
objective function, yielding an ill-conditioned unconstrained 
problem. The practical solution was to solve a sequence of un
constrained problems with steadily increasing weight of the con
straint violations, and methods were devized for extrapolating 
the sequence to infinite weight. In 1968, Powell {52} likened 
the process to shooting at a target in a strong wind and suggest
ed i t was better to "aim off" rather than wheel up heavier and 
heavier guns; he therefore introduced a shifting parameter for 
each constraint, adjusted so that the minimum of the penalty 
function actually satisfied the constraint. A sequence of mini
mizations is s t i l l necessary to adjust the shifting parameters, 
but these subproblems are much easier to solve. 

The !exact penalty-function" idea was to devize a penalty 
function which has an unconstrained local minimum exactly coin
ciding with the constrained minimum of the original problem (3.1). 
This goal seems to have been consciously sought independently by 
Fletcher {53} and Pietrzykowski {54}, but the idea was already 
implicit in the work of Arrow and Solow {55} and Zangwill {56}. 

The Zangwill-Pietrzykowski penalty function for problem (3.1) 
is q . m 
P(c,x)=f(x)+c{ Σ I ψ 3 ( χ ) I + Σ max (0, - φ 3 ( χ ) ) }. (3.2) 

j - l 3-1 
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42 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

This function is indeed an exact penalty function for a l l values 
of the scalar c above a certain finite threshold value. However 
i t is nondifferentiable, and hence its minimization presents even 
more severe difficulties than that of the classical penalty func
tions. The general methods for nondifferentiable functions ref
erred to in Section 2 could be used, but specific methods for 
(3.2) have been proposed by Conn and his coworkers {57,58,59}, 
Bertsekas {60} and Chung {61}. More recently Charambalous {62,63} 
has proposed the use of the more general 1 -norm for the penalty 
term instead of the 1 -̂norm used in (3.2),^and points out some 
advantages for a choice l<p«», but the penalty function is s t i l l 
nondifferentiable. 

It is well known that when (3.1) contains no inequality con
straints the Lagrangian function 

L(x,y) = f(x) - Σ yV(x) (3.3) 
j=l 

has an unconstrained stationary point with respect to χ and μ 
at the constrained minimum. Unfortunately however, i f the 
functions ψ"̂  (x) are nonlinear there is no guarantee that this 
stationary point is a local minimum - i t could be a saddle-point 
or even a maximum. Hence Arrow and Solow {55} suggested "con-
vexifying" L(x,y) in the neighbourhood of the stationary point 
to make this a local minimum by adding a quadratic penalty term: 

L(c,x,y) = f(x) - μ Τ ψ(χ) + |c φ Τ ( χ ) .(}.ψ(χ) , (3.4) 
where c is a scalar and Q a positive definite matrix. For a 
given Q this function has a local minimum for a l l values of c 
above a certain threshold, and hence is a differentiable exact 
penalty function. Moreover since c is finite the unconstrained 
problem is not usually ill-conditioned. In fact Arrow and Solow 
considered only Q=I, and they proposed a continuous descent method 
for the minimization; they also showed that inequality constr
aints could be dealt with by the use of slack variables. 

Independently of this work, Fletcher {53} started with (3.4) 
and sought to make μ and Q continuous functions of χ which would 
converge to the required values at the stationary point. Later 
{64}he generalized the approach to deal with inequality constr
aints, and showed that the Lagrangian function for (3.1): 

L(x,X, y ) = f(x) - λ Τ φ ( χ ) - μ Τ ψ(χ) (3.5) 

is i tsel f an exact penalty function i f the multipliers λ ,μ are 
obtained at each iteration by solving the quadratic programme: 

Τ 
Minimize f (x).<S + £co 6 , ) 

x ) subject to φ(χ) + φ χ ( χ ) . ό £ 0 , ^ (3.6) 
ψ(χ) + ψ χ ( χ ) . ό = 0 , ) 

for given χ, and c sufficiently large. 
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Unfortunately, to compute derivatives of L ( x , λ ( χ ) , μ ( χ ) ) with 
respect to χ involves second derivatives of the functions 
f(x), φ ( χ ) , ψ ( χ ) , although Fletcher {47,pp219-239} suggests the 
use of approximations involving only their f irst derivatives. 
When inequality constraints are present, the exact penalty func
tion again has discontinuities in its derivatives, but in fact 
these do not occur in the neighbourhood of the required station
ary point and hence are not as serious as those involved in (3.2). 

The idea of adding a penalty term to the Langrangian func
tion was exploited in a different way by Hestenes {65}, who again 
used Q=I. He proposed a two-stage algorithm, solving a sequence 
of problems in which (3.4) is minimized with respect to χ for 
fixed values of c and μ, with intermediate adjustment of these 
latter variables. This turns out to be mathematically identical 
to Powell's "aiming off" method, and is often referred to as the 
"Powell-Hestenes multiplier method". Later Rockafellar {66} 
extended the method to deal with inequality constraints, deriving 
a modified penalty term through the use of slack variables. In 
fact there are many alternatives for the methods of adjusting c 
and μ, and the form of the penalty term can also be varied. As a 
class these methods are known as "augmented Lagrangian methods", 
anduseful reviews have been given by Bertsekas {67} and Fletcher 
{47,pp219-239}. An excellent discussion of the problems of es t i 
mating Lagrange multipliers has been published by G i l l and 
Murray {68}. Recently Rockafellar {69,70} has further extended 
the method by adding a second penalty term, (\i/2c) | X " 2 ^ 12 > 
where x^ is the last iterate, which can be used to force global 
convergence. He terms this the "proximal method of multipliers" 
because i t is derived from the proximal point algorithm for 
maximal monotone operators, as described in the paper. 

In fact the first effective nonlinear programming algorithm 
was Rosen's {71} "gradient projection" method. Starting at a 
feasible point, the method involved at each iteration a step in 
the steepest descent direction i . e . (along the projected grad
ient) within a current set of "active" constraints ( i .e . con
straints treated as equalities). If the minimum along this 
direction violated any of the inactive constraints, the step was 
made to the nearest such constraint, which was added to the 
active set; otherwise the step was made to the minimum. If the 
projected gradient was zero, indicating a constrained minimum in 
the current active set, the Lagrange multipliers were used to 
test whether further progress could be made by dropping a con
straint from the active set. For nonlinear constraints, linear 
approximations were used in the above strategy, and at the end of 
each iteration a simplified Newton correction procedure was used 
to recover a point satisfying the active nonlinear constraints. 

In 1967, Goldfarb {72} improved the method by using the 
projected gradients in Davidon's variable-metric formula to gen
erate the steps. In 1968, Murtagh and Sargent {73} proposed a 
"variable-metric projection" version of Rosen's method, using the 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
2

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



44 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

rank-one quasi-Newton formula to give the metric, and two years 
later {74}they revised the algorithm by altering the active set 
selection strategy to retain the smallest possible active set at 
each step, and by approximating the inverse of the Hessian matrix 
of the Lagrangian function (with respect to the x-variables) 
rather than the objective function, in order to allow for curva
ture of nonlinear constraints. They also suggested the possibil
ity of using a penalty function to limit constraint violations 
and assist the correction procedure, and introduced a step-
reduction procedure to ensure descent steps and hence force 
global convergence. An in i t i a l feasible point was obtained by 
applying the algorithm itsel f , with the penalty term alone as 
objective function. 

Meanwhile in 1967 Wolfe {75} had proposed his "reduced 
gradient" method for quadratic programming, which in 1968 was 
generalized to deal with nonlinear programming by Abadie and his 
coworkers {76}, who later {77} used the reduced gradients in a 
conjugate-gradient method to generate the steps. 

Many other variants on these basic themes are possible, but 
Sargent {47,ppl49-174} has shown that a l l these methods merely 
involve different kinds of projection, and essentially amount to 
solving a sequence of quadratic programming problems, with linear 
approximations to the constraints but different choices of the 
objective function. Since in general these quadratic programmes 
have a non-feasible starting-point Sargent suggested their solu
tion by Lemke's algorithm for linear complementarity problems, 
and later {78} described a stable implementation of this 
algorithm for the purpose. 

In fact, in an unpublished thesis in 1963, Wilson {79} had 
already proposed a method based on solving a sequence of quad
ratic programmes, with the Lagrangian function as objective 
function, but he had evaluated a l l the required f i rst and second 
derivatives of the (original) objective and constraint functions 
analytically, which of course involves heavy computations. In 
1972, Robinson {80} proposed an algorithm which solved a sequence 
of linearly constrained problems, with a general nonlinear objec
tive function, and showed that i t was locally quadratically con
vergent; however the subproblem is i tse l f an infinite problem 
so this too is not a practical algorithm. In 1976, Garcia-
Palomares and Mangasarian {81} suggested using simple quadratic 
approximations in Wilson's or Robinson's algorithms, studied 
conditions for different local rates of convergence, and proposed 
on specific algorithm (with local R-superlinear convergence) 
based on a quasi-Newton update of an approximation to the com

plete Hessian matrix of the Lagrangian, with respect to both the 
x-variables and λ - m u l t i p l i e r s . Han {82} proposed the use of a 
quasi-Newton update on the portion of the Hessian matrix corres
ponding to the x-variables (as used in the Murtagh-Sargent 
algorithm) and proved local Q-superlinear convergence for the 
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resulting algorithm. A l l these local convergence results require 
very strong conditions, which were slightly weakened by Powell 
{83} for the Han algorithm. 

These studies have shown that recursive quadratic programm
ing methods have very satisfactory local convergence properties, 
with superlinear convergence in the final stages whether or not 
the iterates are feasible (with respect to the nonlinear con
straints). However they say nothing about global convergence 
from arbitrary starting points. In their algorithm, Murtagh and 
Sargent ensured global convergence by using a descent condition 
on the objective function, which is clearly sufficient in the 
f irst phase, and also in the second phase because the algorithm 
then generates feasible points. If feasibility of the iterates 
is not forced, then forcing a monotonie decrease of the object
ive function wi l l not work, since an unfeasible iterate may have 
a lower value than any feasible point. Some balance is required 
between reduction of the objective function and of the constraint 
violations, and this leads us back naturally to the exact penalty 
-function methods. However the descent tests normally used for 
unconstrained problems {25} rely on differentiability of the 
objective function, so that even Fletcher's exact penalty 
function is not satisfactory for global convergence, unless the 
descent test can be modified. 

In 1975 Han {84} resolved this impasse by showing that i f 
an exact penalty function is merely used in association with the 
descent test in the step-reduction procedure, and not to replace 
the objective function in forming the quadratic programmes, then 
the required properties are obtained. He established his result 
for the particular penalty function given in (3.2) with a comp
utable lower bound on c, noting however that str ict ly i t involv
ed exact minimization along the search direction and a more 
practical procedure was required. Powell {85} reported poor 
results with this algorithm, mainly because of the rule used for 
adjusting c, and suggested using the Lagrangian (3.5) instead, 
without however proving that i t had the required properties. 
Later {86} he reverted to Han's algorithm using (3.2), but used 
a heuristic rule to adjust the value of c, improving performance 
on some problems but of course relinquishing the guarantee of 
global convergence. This algorithm gave excellent results on a 
few standard test-problems. 

Mayne and Polak {87} point out several disadvantages of the 
Han algorithm. There is the problem of choosing c, and the prob
lem that exact minimization of the penalty function is str ict ly 
required to ensure convergence, as already mentioned. Then 
there is the possibility that the quadratic programme may not have 
a solution, and i f it does there is the question of ensuring that 
the direction generated by i t is a descent direction. Finally 
there is the difficulty that step-reduction to ensure global 
convergence can destroy the fast superlinear convergence in the 
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final stages; they give an example i l lustrating this last failure. 
They then give a modified algorithm avoiding these dif f icult ies, 
together with the requisite proofs. Briefly, they give a 
rigorous rule for adjusting c, an Armijo-type rule to replace 
the exact minimization, and use a search arc rather than a search 
direction, which ensures ultimate superlinear convergence. If 
the quadratic programme fails to have a solution or fails to 
generate a descent direction they switch to a first-order step 
selection procedure which maintains global convergence, and they 
show that this wil l not be invoked in the final stages, so that 
it does not impair the final convergence rate. 

The unanswered questions are whether the use of the penalty 
function, with the associated rule for adjusting c, does indeed 
slow down convergence, and whether the first-order "rescue pro
cedure" is frequently invoked. They use a general secant 
formula to update the Hessian matrix, which could make their a l 
gorithm vulnerable to descent direction failure, but other up
dating formulae could be substituted. For example Powell {85,86} 
used the BFGS formula, modified to maintain positive-definiteness 
and hence ensure descent directions, but this modification would 
again destroy the superlinear convergence i f its use persisted to 
the final stages. 

Very recently Sargent {88} has shown that, although the 
Lagrangian function is not an exact penalty function, it can in
deed be used in a descent test to force global convergence. 
Moreover the test is satisfied without step-reduction in the 
final stages, so the convergence is superlinear. Thus the 
penalty parameter and its associated problems are eliminated. 
The algorithm also ensures that a regular quadratic programme 
with a positive definite Hessian matrix is obtained at each step, 
provided that this is so for the in i t i a l point. Thus, although 
a "first-phase" procedure may sometimes be required to locate 
such a point, no rescue procedure is needed subsequently. 

Of course proof of global convergence for any algorithm 
requires that the problem itself has a regular solution, and that 
the functions do not behave pathologically over the region covered 
by the iterations. For real problems the functions are usually 
well behaved in the feasible region, but extrapolation too far 
outside this may well induce pathological behaviour. For such 
situations there.may therefore s t i l l be a case for including a 
correction procedure to limit constraint violations. 

Thus there are s t i l l some issues to be explored, but these 
recent developments are a l l really refinements, and from the 
user's point of view there are now available several very 
efficient algorithms for solving general nonlinear programming 
problems. What must now be done is to address the problems of 
dealing with large-scale nonlinear programmes. In the sixties 
and early seventies there was a great deal of activity on 
techniques for decomposing large structured optimization pro
blems, but l i t t l e has been reported recently. Two papers 
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however are particularly relevant to the above developments. 
Murtagh and Saunders {89} implemented large-scale versions of 
variants of the Murtagh-Sargent and Robinson algorithms, 
obtaining similar numerical performance on a variety of test 
problems. They do not use decomposition but implemented the 
algorithms directly, using sparse matrix techniques. Berna, 
Locke and Westerberg {90} implemented Powell's 1977 version of 
Han's algorithm, using decomposition to eliminate a large pro
portion of the variables, then using sparse matrix techniques to 
deal with the reduced problem. 

The relative ease with which large-scale versions of these 
algorithms could be produced is an encouraging development. It 
means that we now have the capability of solving realistic 
engineering problems by standard nonlinear programming algo
rithms, without the need for clever exploitation of particular 
features of the problem to make the computations practicable. 
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3 
A Review of Process Synthesis 

ARTHUR W. WESTERBERG 

Department of Chemical Engineering, Carnegie-Mellon University, 
Pittsburgh, PA 15213 

The purpose of the paper is to present a review of the area 
of chemical process synthesis. As two earlier review articles on 
synthesis have already appeared (Hvalecek (1978) and Hendry, Rudd 
and Seader (1973)), this paper will l i s t most but will not review 
all previous synthesis publications. This paper will respond to 
the often asked question, nHas anything really useful come from 
the research activity called process synthesis?" 

A Definition of Synthesis 

We shall start by defining the term "synthesis." The activ
ities of design are 1) synthesis — the step where one conjec
tures the building blocks and their interconnection to create a 
structure which can meet stated design requirements, 2) analysis 
— the activity of modeling and then solving the resulting equa
tions to predict how a selected structure would behave if it were 
constructed, 3) evaluation — the activity of placing a worth on 
the structure where the worth might be its cost, its safety, or 
its net energy consumption, and 4) optimization — the systematic 
searching over the allowed operating conditions to improve the 
evaluation as much as is possible. The design engineer moves it-
eratively through each of these activities, developing more and 
more details and/or a better understanding about the design with 
each iteration. 

Synthesis is the inventive step in the design of a process. 
It is often the most enjoyable one. The primary research ques
tion is: Can the synthesis activity be automated and, if so, to 
what extent? An interesting paradox occurs because if "synthe
sis" as an activity is automated, is the activity correctly la
beled "synthesis?" Using a dictionary definition, synthesis 
should be based on inductive (going from the particular to the 
general) reasoning whereas analysis is deductive (going from the 
general to the particular). If process design follows a series 
of automatic steps, leading more or less to a preordained solu
tion, was not this solution deduced from the given problem defi
nition? We may only be arguing semantics here, but this point 

0-8412-0549-3/80/47-124-053$08.75/0 
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leads one to restate the important question i n process synthesis: 
How much of the structure can be deduced from the statement of 
the design requirements for a problem? Stated t h i s way the ac
t i v i t y may no longer appear so mysterious an a c t i v i t y . The com
puter should indeed be able to invent process structure when that 
structure can be deduced from the problem statement. I t i s ques
tionable i f the computer can be used with a high degree of success 
to discover automatically a design rule by solving several p a r t i c 
ular "synthesis 1 1 problems and from these discovering an unantic
ipated r u l e . In contrast, the human i s often very successful at 
this a c t i v i t y . 

Restating, the computer should be effec t i v e i n developing 
structure based on well-defined technology, where the h e u r i s t i c 
rules which guide i t to fin d successful designs quickly are pro
vided as part of i t s programming. An example i s for the computer 
to select a heat exchanger network to exchange heat among several 
hot and cold streams to minimize or reduce the use of u t i l i t i e s . 
The selection of such a network amounts to a clever search among 
a very large number of reasonably well-defined alternatives. The 
computer should be in e f f e c t i v e i n automatically developing a new 
rule which might be obvious to an engineer after performing a 
large number of heat exchanger network designs. Such a rule might 
be that the best networks normally r e s u l t when one attempts at 
each step to minimize the temperature driving forces within each 
exchanger, i . e . when one attempts to minimize i r r e v e r s i b i l i t i e s . 

Clearly the engineer and the computer can complement each 
other, and one should be s t r i v i n g for synthesis tools where they 
do. Such a view of synthesis suggests that the right synthesis 
computer programs are those which permit the designer to put new 
heuristics into them as he or she (and very l i k e l y not the com
puter) discovers them. 

The computer can s t i l l be used i n this manner to fin d unex
pected solutions. For example, Johns (1977) proposed an i n t r i g u 
ing use of synthesis which uses the strength of the computer to 
search quickly for alternatives using known technology but with 
the hope of finding new solutions. He suggested allowing the com
puter to use an infeasible step at no cost i n developing a solu
t i o n . For example, known technology may not include a method to 
separate component A from component B. Thus, i f A and Β are not 
to end up mixed, the computer must either avoid mixing them, or, 
i f allowed one infeasible step, i t could develop a structure which 
includes the infeasible step of s p l i t t i n g A from B. I f thi s i n -
feasible step reduces the cost by $7 mi l l i o n / y r , one could then 
decide i f that makes i t worth looking for new technology to s p l i t 
A from B. 

Douglas (1977, 1979) has been pursuing a quite diff e r e n t ap
proach to process synthesis. He has been developing techniques 
which permit the designer to analyze and optimize alternative con
figurations quickly and by hand. His "synthesis" strategy i s to 
teach people to recognize v a l i d approximations for the problem at 
hand; i t has proved a rather controversial exercise since people 
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claim i t i s not new i n concept. Indeed, i t i s not since hand ap
proximations were the tools of design before the computer. How
ever, Douglas i s attempting to push these techniques even further 
than before to gain problem insight as well as good f i r s t approx
imations to the solution of a process design problem. 

We have also used the approach (Westerberg (1978)) to devel
op a set of hand analysis techniques, which we use i n our under
graduate design course. This approach works. Valid designs a l 
most always r e s u l t . We s h a l l not be stressing these ideas here, 
however, since the purpose of this paper i s to examine automatic 
synthesis techniques. We only mention these ideas here to make 
people think twice about ignoring the talents of the engineer when 
developing a synthesis t o o l . 

The a c t i v i t y of synthesis occurs throughout a design, from 
o r i g i n a l process conception to construction and operation. Ex
amples are 1) the synthesis of a control system for fixed plant 
configuration, 2) the synthesis of a start-up procedure for a new 
process, 3) the selection of materials of construction and 4) the 
layout of the plant to improve safety. A l l of these a c t i v i t i e s 
involve discrete decision making; this aspect i s a common denom
inator of a l l synthesis a c t i v i t i e s . 

A more formal d e f i n i t i o n of process synthesis i s possible. 
I t i s formally a nonlinear mixed integer and continuous variable 
optimization problem, generally a very large one. The selection 
of the building blocks and how they are to be interconnected may 
be formulated as a set of discrete decisions represented by a set 
of zero/one variables. For a parti c u l a r set of discrete deci
sions one must determine the optimal operating levels for the cor
responding process structure; these levels are represented gen
e r a l l y by continuous variables. Certain discrete decisons d i s a l 
low others which may be formally stated using inequality con
straints among the discrete variables. We could continue, but by 
now the correspondence should be evident. 

The Research Problems of Synthesis 

The p r i n c i p a l research problems of synthesis were stated by 
Simon (1969) i n an essay on design. They are 1) representation 
of the alternatives, 2) analysis and evaluation of each alterna
tiv e and 3) the strategy of searching among the alternatives. 

The representation problem can be stated b r i e f l y as: Can a 
representation be developed which i s r i c h enough to allow a l l a l 
ternatives to be included and clever enough to exclude automati
c a l l y ridiculous options? Simon argues by example that the d i s 
covery of a correct representation may often convert what appears 
to be a very d i f f i c u l t problem into one for which the solution i s 
ea s i l y stated. To appreciate the representation problem, consider 
the d i f f i c u l t y of uniquely representing an arbitrary organic mol
ecule. Beside giving a unique representation, i t should also a l 
low one to discover quickly functional groups on a molecule. A 
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second example i s to develop a suitable unique representation for 
a sequence of separation units, allowing for thermally coupled 
d i s t i l l a t i o n columns among the alternatives. What i s needed i n 
each case i s a representation which aids i n solving the synthesis 
problem. 

The analysis and evaluation problem involves modeling the a l 
ternatives i n an appropriate fashion and then developing an eval
uation c r i t e r i o n so that one can compare them to each other. De
veloping a suitable c r i t e r i o n i s often a nearly impossible task. 
How does one compare the safety of two processes? For the problem 
of reaction path synthesis, how does one compare alternative chem
i c a l routes to the same molecule when one cannot predict kinetics? 
I f i t proves possible to develop a suitable evaluation function, 
then one must s t i l l be able to do the analysis and evaluation 
quickly. One i s usually faced with an enormous number of alterna
tives i n synthesis, and a trade o f f i s necessary between analysis 
and evaluation speed and accuracy. 

Lastly, the search strategy problem i s to develop a strategy 
to locate quickly the better alternatives without t o t a l l y enumer
ating a l l options. While synthesis problems are f i n i t e , one i s 
faced with an enormous number of alternatives even for simple 
problems. To i l l u s t r a t e , one can enumerate 47 different struc
tures for exchanging heat among two hot and two cold streams where 
one disallows the s p l i t t i n g of any of the streams, where no two 
streams may exchange heat between them more than one time, and 
where each match must involve heat transferring only from a hot 
stream to a cold stream. The structures include the " n u l l " struc
ture (no exchange) , four structures with only a single heat ex
change, eight with two exchanges which both involve the same 
stream, etc. I f one has three cold and two hot streams, the num
ber of alternatives i s 847. 

A r e a l i s t i c process may involve 20 streams and an incredible 
number of alternative structures. Industrial practice allows one 
to s p l i t a stream and to rematch streams so the actual synthesis 
problem i s much larger than even these numbers indicate. 

Simple separation sequences give r i s e to similar r e s u l t s . 
Thompson and King (1972) developed a formula for predicting the 
number of differ e n t structures which exist for simple separation 
sequences. A simple separator i s one which s p l i t s a multicompo-
nent mixture into two products, the two products having no common 
components. For such a problem the number of structures possible 
i s (2(N-1))! S N" 1/((N-1)! N!) where Ν i s the number of components 
i n the multicomponent mixture and S the number of different sepa
r a t i o n methods. The following table indicates the size of this 
problem. The two structures for N=3 components (say A, Β and C) 
and S=l method ( d i s t i l l a t i o n ) are 1) separate A from BC i n the 
f i r s t column and then separate Β from C i n the second and 2) sepa
rate AB from C i n the f i r s t and then A from Β i n the second. 

Thus, one must develop a strategy to locate quickly the bet
ter alternatives for these v i r t u a l l y i n f i n i t e problems, a strategy 
which cannot require one to enumerate a l l options. 
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Ν S No. of Structures 

3 
3 
5 
5 

1 
2 
1 
3 1134 

2 
8 

14 

9 5 558, 593, 750 

C l a s s i f i c a t i o n of Synthesis Problems 

A problem arises when one attempts to c l a s s i f y the various 
approaches to synthesis because at least three c l a s s i f i c a t i o n 
schemes exi s t . The synthesis approaches might be c l a s s i f i e d as 
being predominantly h e u r i s t i c or predominantly algorithmic. An 
h e u r i s t i c approach i s one which r e l i e s on rules of thumb to search 
quickly among the alternatives. For example, one may select the 
separation sequence based on simple d i s t i l l a t i o n columns which a l 
ways makes the least costly next s p l i t at each step through the 
column sequence. An algorithmic approach i s one which states the 
exact synthesis problem to be solved and then guarantees to find 
the best solution among the alternatives possible. The exact 
synthesis problem i s usually a much simplified one and one whose 
size i s often s i g n i f i c a n t l y reduced f i r s t using h e u r i s t i c s . 

A second c l a s s i f i c a t i o n for synthesis schemes, and the one we 
s h a l l use here, i s by the nature of the synthesis problem—heat 
exchanger networks, separation schemes, reaction paths, control 
systems, f a u l t trees, t o t a l flowsheets, etc. The t h i r d c l a s s i f i 
cation i s based on whether the synthesis method being proposed 1) 
begins with a feasible flowsheet and the method seeks to improve 
i t or 2) begins with no structure and the method seeks to fi n d a 
good i n i t i a l candidate. For class (1) the methods frequently en
countered include evolutionary ones, where one makes small changes 
to the structure i n the search for improvements, and embedding, 
where one proposes a superstructure which includes a l l possible 
alternatives. Optimization i s used i n embedding to find the "best" 
substructure which solves the synthesis problem. For class (2) 
one w i l l encounter he u r i s t i c based methods and algorithmic methods 
based on integer programming (e.g. branch and bound) or dynamic 
programming, e t c . 

We sh a l l now examine several areas of synthesis, discussing 
the key contributions for each. We s h a l l start with the synthesis 
of heat exchanger networks, an area for which i n d u s t r i a l l y s i g n i f 
icant results e x i s t . 

Heat Exchanger Network Synthesis. The t y p i c a l problem for 
heat exchanger network synthesis i s stated as follows. Given a 
set of hot streams to be cooled and another set of cold streams to 
be heated plus a set of available heating and cooling u t i l i t i e s , 
develop the least cost network of heat exchangers to accomplish 
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the required heating and cooling. The costs include the annual 
cost of buying the u t i l i t i e s and the cost of purchasing the equip
ment. For this problem one i s given the process stream flow rates 
and their i n l e t and exit temperatures, the heat transfer c o e f f i 
cients for a l l possible matches, the i n l e t and exit temperature 
for a l l u t i l i t i e s , the cost of each u t i l i t y and the cost on an an
nual basis of a heat exchanger versus i t s area. 

Several representations exist for a heat exchanger network 
problem. The temperature (ordinate) versus stream heat content 
(e.g. kj/s) diagram i s one of the oldest. The heat content i s on 
a r e l a t i v e basis so each stream once drawn may be moved ri g h t or 
l e f t r e l a t i v e to any other. Figure 1 i l l u s t r a t e s . 

A second and very useful representation i s the so-called 
area oriented "heat content" diagram of Nishida, Kobayashi and 
Ichikawa (1971). I t i s a plot of Τ (ordinate) versus heat con
tent per degree (kj/sK), and the heat content of each stream i s 
represented as an area. Figure 2 i l l u s t r a t e s . The area i s equal 
to the amount (e.g. kj/s) of heat available or needed by each 
stream. The f i r s t representation i s the integral of the second. 
A t h i r d representation which i s not related to these two i s by 
Linnhoff and Flower (1978) and i s one which shows the structure 
of the network as well as the r e l a t i v e temperatures of the 
streams. I t does not d i r e c t l y show the quantity of heat i n each 
stream except by labeling i t . Figure 3 i l l u s t r a t e s . 

k J / s 

Figure 1. Stream heat content diagram 

F C p , k J / s K 

Figure 2. "Area-oriented" heat content 
diagram 
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Figure 3. Linnhoff and Flower heat ex
changer network representation 

The f i r s t paper to discuss the heat exchanger network syn
thesis problem appears to be that by Hwa (1965) who used separa
ble programming techniques. 

Kesler and Parker (1969) and others since (Kobayashi et a l . 
(1971); Cena et a l . (1977)) have formulated the problem as an as
signment problem i n linear programming. In an assignment problem 
formulation, each stream i s partitioned s e r i a l l y into a sequence 
of small substreams, each requiring the exchange of Q units of 
heat. Q i s chosen so the heat requirement for each process stream 
i s , to an adequate approximation, an integer multiple of Q. A 
binary (zero/one) variable i s associated with each potential 
match of a hot substream or u t i l i t y with a cold substream or with 
a cold u t i l i t y . Undesirable or infeasible matches are readily 
excluded with constraints or a r t i f i c a l l y high costs. The d i f f i 
culty with this approach i s posing the objective function. The 
re a l objective function cannot be linear because a large heat ex
changer i s much less expensive per unit area than a small one. 
The method cannot account for this nonconvexity of cost versus 
area. Thus the method w i l l i n g l y creates networks with large num
bers of heat exchangers. Nonetheless i t appears to generate good 
results e a s i l y even for quite large problems p a r t i c u l a r l y when 
u t i l i t y costs dominate. The usual approach to reduce the number 
of exchangers i s to make a sequence of small changes manually to 
the network which the program produces. 

Masso and Rudd (1969) proposed the next algorithm, one i n 
which the computer was to learn how to construct a heat exchanger 
network. Masso and Rudd conjectured that the better networks 
could be found by making a sequence of decisions about matching 
streams. They suggested a l i s t of plausible h e u r i s t i c s which 
could be used to make the next stream/stream heat exchange deci
sion. Once made, as much heat as possible was exchanged between 
the two selected streams. Then the l i s t of heuristics was used 
again to select the second stream/stream match. Scores were gen
erated automatically for the heuristics by solving the complete 
network problem repeatedly, r a i s i n g the he u r i s t i c scores used for 
each step i f the res u l t was a better network, lowering them i f a 
worse one. Thus a best f i r s t match h e u r i s t i c was found, a best 
second match h e u r i s t i c and so forth. The results demonstrated 
how d i f f i c u l t i t i s to get the computer to do pattern matching as 
this approach was interesting but not very successful. 
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Several a r t i c l e s followed i n quick succession using a v a r i 
ety of algorithms—branch and bound, h e u r i s t i c s , etc. Some re
s t r i c t the problem solution to no stream s p l i t t i n g and/or to no 
rematching of streams. Another class of algorithms, as with the 
linear programming approach, creates networks with an enormous 
number of s p l i t streams and exchangers. The h e u r i s t i c based a l 
gorithms are very fast and often successful but are also often 
very unsuccessful. 

One might c l a s s i f y several of these heat exchanger network 
synthesis algorithms into two broad classes. There are several 
algorithms which view the synthesis problem as one which selects 
the next hot process stream/cold process stream match to make. 
The d i f f i c u l t issues are the d e f i n i t i o n of a match and which 
match to make next. 

Masso and Rudd (1969), Lee, Masso and Rudd (1970) and Pho 
and Lapidus (1973) start a match with the two stream i n l e t con
ditions and exchange a l l the heat possible, terminating when one 
stream reaches i t s target outlet temperature or when a tempera
ture pinch occurs. Ponton and Donaldson (1974), Donaldson, 
Paterson and Ponton (1976) and Grossmann and Sargent (1978) start 
a match at the hot end of both streams (or as close to the hot 
end of the cold stream as possible). The idea i s to introduce 
necessary u t i l i t i e s at their least cost l e v e l while exchanging as 
much heat as possible. Rathore and Powers (1975) do both, getting 
two alternative matches and obviously many more alternative 
networks. 

To solve a problem of this f i r s t class i s to perform a tree 
search. Ponton and Donaldson use heuristics to select each next 
match and find only one solution, often a good one but not a l 
ways. Pho and Lapidus propose a t o t a l enumeration scheme, but, 
for very large problems (10 streams), suggest a f a l l i b l e look-
ahead strategy to eliminate branches. Lee, Masso and Rudd, 
Rathore and Powers, and Grossmann and Sargent propose using 
branch and bound strategies. The enormous number of alternatives 
generated by Rathore and Powers l i m i t s their algorithm. After 
locating the better structure using a branch and bound algorithm 
Grossmann and Sargent perform a continuous variable optimization, 
several times reducing costs by 10 to 30%. Note they have par
t i t i o n e d the problem into one of finding the better discrete de
c i s i o n variable values f i r s t , using heuristics to set the values 
for the continuous variables. Then, with fixed discrete v a r i 
ables, they optimize the continuous variables. 

For problems of this f i r s t class, stream s p l i t t i n g i s not 
permitted. 

The second class of algorithms merge a l l heat sources or 
sinks operating at the same temperature l e v e l . Thus i f parts of 
two or more hot streams have heat available over the same tem
perature range, those parts are merged and treated as one larger 
heat source i n that temperature i n t e r v a l . The f i r s t or outer 
l e v e l decisions are to select which merged heat sources supply 
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3. WESTERBERG Process Synthesis 61 

heat to which merged heat sinks. These f i r s t l e v e l decisions ef
f e c t i v e l y p a r t i t i o n the problem into a set of smaller ones. In 
each of these small problems one must select which stream parts 
within the merged streams are to exchange heat. With this second 
approach, one should expect to develop networks which are more 
thermodynamically reversible because they w i l l have a more uni
form average ΔΤ driving force throughout than results when using 
the f i r s t approach. Stream s p l i t t i n g i s readily accommodated. 
The networks w i l l l i k e l y have more heat exchangers too however, 
a disadvantage. 

Algorithms f a l l i n g into the second class include those by 
Nishida, Kobayashi and Ichikawa (1971) , Hohmann and Lockhart (1976) 
and Linnhoff and Flower (1978a,b). 

In a sense the assignment problem i n linear programming 
based algorithms belong to this second class of algorithms. 

The r e a l l y s i g n i f i c a n t results for the heat exchanger net
work synthesis problem have been given f i r s t by Hohmann (1971) 
and then later by Linnhoff and Flower and others (Linnhoff and 
Flower (1979a), Flower and Linnhoff (1978), Linnhoff, Mason and 
Wardle (1979)). These results are as follows. 
1) One can readily determine the minimum amount of each type of 

u t i l i t y needed to effect the needed heating and cooling with
out having to develop a heat exchanger network to accomplish 
i t . 

2) One can e a s i l y predict the l i k e l y least number of heat ex
changers required i n this network. 

A l l the example problems i n the l i t e r a t u r e demonstrate that the 
better networks, from an annualized cost point of view, use the 
minimum amount of u t i l i t i e s and the fewest exchangers. Thus i t 
i s a s i g n i f i c a n t insight to see that one can calculate these 
bounds before developing a network. 

The u t i l i t y usage bounds are discovered quite e a s i l y by 
using the temperature versus heat content (kj/s) representation 
(see Figure 1). One simply merges (see Umeda, Itoh and Shiroko 
(1978)) a l l the hot streams into one super hot stream and a l l 
the cold streams into a super cold stream. These merged super 
streams are each treated as a single stream and are moved to the 
righ t or l e f t u n t i l the minimum v e r t i c a l approach distance of the 
cold beneath the hot stream just equals the allowed minimum ΔΤ 
(say 5°C) for the network. Exchange of heat can occur between 
the hot and cold streams where the hot stream i s d i r e c t l y above 
the cold on this diagram. The leftover portions of each must be 
dealt with using u t i l i t i e s . 

The fewest exchangers usually needed i s N - l , where Ν i s the 
t o t a l number of both process and u t i l i t y streams involved i n the 
network. 

Several schemes suggest themselves for using these bounds. 
Obviously one can develop any network he or she chooses subject 
to safety constraints, c o n t r o l l a b i l i t y constraints, etc., and 
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then compare the results to these bounds. I f the network i s on 
these bounds, one probably has found an economic network. I f far 
from these bounds, one should attempt to improve the network he 
or she has developed. 

A second scheme i s to use these bounds as a means to e s t i 
mate quickly the potential heat exchanger network costs for a 
flowsheet. Thus several different process flowsheets might be 
compared quickly without developing the exchanger network i n 
d e t a i l . 

A t h i r d scheme developed by Flower and Linnhoff (1978) i s to 
generate d i r e c t l y a l l networks having the two properties of mini
mum u t i l i t y usage and fewest exchangers. Remarkably few (under 
10) networks result for the example problems they use to i l l u s 
trate their approach. These are considered then as prime candi
dates for being the optimal network. 

Linnhoff and Flower (1978a) note that, i f a pinch point oc
curs for a network, then i t e f f e c t i v e l y decomposes the heat ex
changer synthesis problem into two d i s j o i n t synthesis problems. 
No heat can be exchanged between two streams where one i s above 
the pinch and the other i s below i f one wishes to use the minimum 
amount of u t i l i t i e s . Note that this p a r t i t i o n i n g may increase 
the fewest exchangers possible as each p a r t i t i o n must be treated 
separately. 

Cerda and Westerberg (1979) have generalized the solution 
to the minimum u t i l i t y usage problem by showing how to solve i t 
when pa r t i c u l a r hot stream/cold stream matches are forbidden i n 
t o t a l or i n part. In this form, the design engineer can discover 
the e f f e c t of forbidding a pa r t i c u l a r match or set of matches on 
the minimum u t i l i t y costs. The analysis i s extremely fast and i s 
readil y implemented as an interactive program. 

Hohmann (1971) and later Umeda, Niida and Shiroko (1979) and 
Urneda, Harada and Shiroko (1979) indicate how to use the heat 
content diagram (see Figure 1) to find the modifications which 
lead to improvements i n the heat integration for a given flow
sheet configuration. A t o t a l cooling curve for a l l heat sources 
i s drawn against a t o t a l heating curve for a l l heat sinks, i n 
cluding a l l u t i l i t i e s . These curves are then moved together un
t i l they reach an allowed minimum approach temperature. This 
moving together translates into a heat integration among the 
sources and sinks since i t w i l l show where certain sources can be 
used to heat certain sinks. Moré importantly i t also shows where 
the curves "pinch," that i s , the points on the t o t a l heating and 
cooling curves which produce the l i m i t i n g approach temperature. 
The next step i s to modify the flowsheet (done manually) i n such 
a way that the pa r t i c u l a r streams involved i n the pinch move 
apart on the temperature versus heat content diagram, while cre
ating no pinch conditions elsewhere on the diagram. Changes i n 
clude increasing a d i s t i l l a t i o n column pressure so the condenser 
becomes a hotter source stream, reducing a column pressure so the 
reboiler becomes a colder heat sink, introducing a portion of the 
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r e b o i l e r duty to a column part way up the column (see Peterson 
and Wells (1977)) and thus at a lower temperature, and running a 
reactor s l i g h t l y hotter or colder. After making process alterna
tions that move apart the temperatures which create the pinch, 
the two curves on the temperature versus heat content diagram can 
be moved together even more u n t i l another pinch point occurs. 
Again, this pinch point suggests the place where useful modifica
tions might be made. This process continues u n t i l no further 
modifications e x i s t , which hopefully occurs when the curves pinch 
i n several places along their entire length. Each modification 
probably costs money which can be balanced against the savings i n 
u t i l i t i e s . The engineer can stop when the modification costs more 
than the savings or when he or she does not l i k e the process r e 
sulting from the heat integration. 

There i s no doubt that these insights lead to useful tools 
for the design engineer, and industry can no longer afford to 
ignore them. I f no other results came from the synthesis l i t e r 
ature, these alone would j u s t i f y i t s existence. 

Future synthesis questions to be answered i n energy in t e 
gration should include mechanical energy as well as heat energy. 
For example, the energy conservation schemes required for an am
monia plant require one to consider turbines as well as heat 
exchangers. 

Separation System Synthesis. The f i r s t paper which deals 
with separation system synthesis appears to be that by Lockhart 
(1947). The next was by Herbert (1957) and t h i r d by Rod and 
Marek (1959). Then a flood of papers started around 1970. The 
majority of these papers deal with finding separation sequences 
comprising simple separators only; that i s , each component i n the 
feed to a separator leaves the separator i n only one of i t s two 
product streams. A second assumption made i s that each separator 
method, e.g. simple d i s t i l l a t i o n , extractive d i s t i l l a t i o n with 
extractive agent S i , or extractive d i s t i l l a t i o n with extractive 
agent S2, imposes an ordering on the components i n the feed mix
ture to the problem. That i s , each separator method has i t s own 
component ordering, where the f i r s t component i n the ordering i s 
the most " v o l a t i l e " and the la s t the least " v o l a t i l e . " S p l i t s 
using a pa r t i c u l a r method can only occur between adjacent compo
nents on the ordered l i s t for that method, and a l l those compo
nents above the s p l i t on the ordered l i s t go to one product, a l l 
those below to the other. 

The representation used for this problem i s always some 
var i a t i o n of the s p l i t l i s t , o r i g i n a l l y described by Hendry and 
Hughes (1972). Figure 4 i l l u s t r a t e s . 

Thompson and King (1972) presented a computer program to 
invent separation system flowsheets based e n t i r e l y on simple sep
arators. The program i s e n t i r e l y h e u r i s t i c , i s very fast when i t 
works, but has a problem with cycling and thus not always termi
nating with an answer. 
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Figure 4. Split-list representation for simple separation sequence 

Simultaneous with the above paper, Hendry and Hughes (1972) 
presented an algorithm for the same problem but based on dynamic 
programming. Following these were a number of papers for the 
same problem using branch and bound algorithms (Westerberg and 
Stephanopoulos (1975), Rodrigo and Seader (1975), Gomez and 
Seader (1976)) and evolutionary search (Stephanopoulos and 
Westerberg (1976)). 

Of the algorithms for " l i s t s p l i t t i n g " sequences, one which 
seems rather successful even when applied by hand combines heu
r i s t i c s and evolution (Seader and Westerberg (1977)). F i r s t a 
set of heuristics i s given i n a rank ordering, with the h e u r i s t i c 
deemed most effective by the authors given f i r s t , the one which 
i s deemed next most effective second, etc. To solve a separation 
synthesis problem, these heuristics are used to invent a good 
f i r s t solution. Often the heuristics are i n c o n f l i c t , but the 
higher ranked ones are used i n preference to the lower ranked 
ones i n i t i a l l y . Then, using a set of evolutionary rules, the de
signer invents a complete set of neighboring structures to his 
f i r s t solution. (A much improved set of rules to develop neigh
bors i s given by Westerberg i n the notes for the AlChE advanced 
seminar on Process Synthesis (Motard and Westerberg (1978)). The 
neighbors are placed onto an ordered l i s t , where the ordering i n 
dicates the rank of the c o n f l i c t i n g h e u r i s t i c which suggests this 
neighbor might be better. Next this l i s t of neighbors i s searched 
i n sequence u n t i l either a neighbor gives an improved structure 
or u n t i l no neighbor gives an improvement. In the f i r s t case, 
the neighbor giving an improvement becomes the next candidate so
l u t i o n ; i n the second case the search stops. A v a r i a t i o n to re
duce the e f f o r t i s to drop a l l neighbors from the l i s t not sup
ported by any h e u r i s t i c . 

Nath and Motard (1978) present a closely related algorithm 
but also include an h e u r i s t i c a l l y invented screening function to 
order the l i s t of neighbors. They also invent a neighboring 
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3. WESTERBERG Process Synthesis 65 

structure by destroying a l l "downstream11 structure from the point 
where the change occurs and using the heuristics to invent the 
needed additional structure. 

Another class of separation problem attacked has been that 
of designing the most effec t i v e thermally coupled d i s t i l l a t i o n 
column arrangement to separate a multicomponent mixture. Sargent 
and Gaminibandara (1975) present a general column superstructure 
which they optimize. Imbedded i n the superstructure are a l l the 
alternative thermally coupled and ordinary column sequences to be 
considered. The optimization eliminates those portions of the 
superstructure which are not economic leaving, hopefully, the op
timal substructure. 

Tedder and Rudd (1978) present the results of a study of the 
economics of separating a variety of three component mixtures 
using a variety of thermally coupled and ordinary columns. Their 
goal was to expose trends. They show which feed characteristics 
favor which column structure. 

No one as yet has developed an algorithm suitable for a gen
e r a l separation problem which uses f l a s h units, bleed streams, 
mixers, etc., as well as " l i s t s p l i t t e r " columns i n the solution. 
Such an algorithm would have to handle p a r t i a l s p l i t s . At best 
the algorithms for a t o t a l flowsheet might give an approach but 
not a solution to this much more general problem. 

Synthesis of Separation Systems with Heat Integration. A 
v a r i a t i o n on the synthesis of separation systems which leads to 
an even more complex synthesis problem i s to synthesize such sys
tems while also attempting to reduce the use of u t i l i t i e s i n the 
reboilers and condensers. A reboiler i s a heat sink or, i n our 
e a r l i e r terminology, a cold stream which needs to be heated. A 
condenser i s a heat source, that i s a hot stream. Within a s i n 
gle column, the cold stream (reboiler) i s at a higher temperature 
than the hot stream (condenser). To get a match between them re
quires the expenditure of work, which i s of course the idea behind 
a vapor recompression cycle. On the other hand the condenser of 
one column can become the source of heat for a reboiler of 
another. Also the column temperature levels can be increased or 
decreased by increasing or decreasing column pressure. Increas
ing pressure w i l l usually reduce the r e l a t i v e v o l a t i l i t i e s , thus 
increasing the number of stages and the reflux rates needed to 
obtain a given separation. We therefore have the intriguing 
problem of selecting the best internal flows, pressures, and c o l 
umn sequence to accomplish the desired separation task while sav
ing to the extent possible on the use of u t i l i t i e s . The f i r s t 
e f f o r t s at handling this problem were by Rathore and Powers 
(1974a, 1974b). They developed a highly combinatorial approach 
based on dynamic programming. Sophos, StephanopouloÎ and Morari 
(1978) have developed a related approach but advocate an branch 
and bound algorithm based on dual bounding through the use of 
Langrangian techniques. 
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Faith and Morari (1979) further develop the ideas of using 
dual bounding through the use of Lagrangian techniques for this 
problem. They describe refinements which allow one to make a 
good f i r s t estimate to the Lagrange multipliers (needed for the 
bounding) and to develop rather e a s i l y a "lower 1 1 lower bound. 
They s t i l l need to apply these ideas to several examples to 
demonstrate their effectiveness. 

A subproblem to the above i s to f i x the separation sequence 
and attempt to improve the heat integration by adjusting pres
sures, using intermediate column reboilers (reboilers part way up 
the column) and intermediate condensers, using vapor recompres
sion, etc. King, Gantz and Barnes (1972) very successfully de
veloped by hand a sequence of evolutionary steps to improve heat 
integration within a demethanizer column. The ideas we discussed 
e a r l i e r of Umeda, Niida and Shiroko (1979) were f i r s t applied to 
heat integration of columns and provide a r e a l tool for this 
subproblem. 

Thermally coupled columns are also a means to heat integrate 
column sequences, and, while not mentioned yet i n the l i t e r a t u r e 
s p e c i f i c a l l y as part of a synthesis strategy, i t i s clear they 
should be. One serious d i f f i c u l t y associated with such column 
arrangements has been the lack of shortcut design procedures for 
them so one can quickly investigate among the alternatives. Cerda 
(1979) has produced a suite of interactive programs for this 
problem and w i l l be reporting on them at the November AlChE meet
ing this year (Cerda and Westerberg (1979a)). 

Reaction Path Synthesis. For the material i n this section 
the author i s relying heavily on material o r i g i n a l l y prepared by 
Motard (Motard and Westerberg (1978)). The usual synthesis prob
lem here i s to fi n d a sequence of reactions which can be used to 
reach a given target molecule from a catalogue of available raw 
materials. Almost a l l the work on this problem has been done by 
organic chemists with the dominant names i n the f i e l d being Corey 
(see Pensak and Corey (1977)), Wipke (see Wipke et a l . (1977, 
1978)), Gelertner (a computer s c i e n t i s t — s e e Gelertner et a l . 
(1977)), Hendrickson (1976) and Ugi (see Brandt et a l . (1977)). 
In chemical engineering, Govind, Blower and Powers (1976) and 
Agnihotri and Motard (1978) have been the most active researchers. 

This synthesis problem has problems with every aspect: rep
resentation, evaluation and strategy, with evaluation probably 
being the most d i f f i c u l t . B asically three representations exist. 
The ones by Corey, Wipke and Gelertner are rather d i r e c t , using 
esse n t i a l l y linked l i s t s and a variety of function codes to en
code the molecule. Hendrickson has a more generalized represen
t a t i o n i n which he c l a s s i f i e s each carbon atom i n a molecule by 
the types of bonding i t has with other carbon atoms and by the 
types of heteroatoms attached to i t . His representation does not 
distinguish among heteroatoms, except to note i f they are more or 
less electronegative than carbon. With this representation a 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
3

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



3. WESTERBERG Process Synthesis 67 

number of molecules are treated as equivalent i f they have the 
same structure and the same general functionality groups attached. 
Govind, Blower and Powers extend this representation and use i t 
i n t heir work. The las t representation i s that by Ugi where a 
molecule i s represented by a bond electron connection matrix. 
The bond electron connection matrix (BECM) i s a symmetric matrix 
whose rows and columns are the individual atoms i n each of the 
molecules being considered. A particular molecule i s represented 
by matrix elements a.. where a . i s the number of electrons i n 
the bond between the^wo atoms I and j . A reaction i s represented 
by a matrix which when added to the BECM for the reactants yi e l d s 
the BECM for the products. Ugi shows that these reaction matrices 
are r e s t r i c t e d as to their structure. Agnihotri and Motard use 
Ugi 1s representation. 

As indicated e a r l i e r , evaluation i s probably the most d i f f i -
cut problem. How does one conjecture the value of an arbitrary 
reaction? Thermodynamics can t e l l one how far a reaction may pro
ceed, but no one can yet predict how fast a reaction w i l l proceed 
since the rate depends on such things as the effe c t of catalysts. 
Also assessing the processing costs i s a complex exercise. Gen
e r a l l y , evaluation i s done very i n d i r e c t l y i n these programs by 
allowing the use only of named chemistry and then, for those re
actions which might work, other effects such as stereo hindrance 
are sometimes examined. 

The synthesis strategy i s almost always to start from the 
target molecule and work backwards to the source material chem
i c a l s . In this manner one selects the source material chemicals 
i n d i r e c t l y . To synthesize a target molecule by working forward 
from a prescribed set of source material chemicals may be possi
ble i f one has p a r t i c u l a r l y good insight, but such an approach 
w i l l generally be less e f f i c i e n t and may lead to no solution i f 
one guesses incorrectly on which materials to use i n i t i a l l y . 

The one i m p l i c i t h e u r i s t i c encoded i n almost a l l the pro
grams produced so far i s that each step backward from the target 
molecule must be from a source molecule which i s st r u c t u r a l l y no 
more complex than the immediate target. Thus reaction paths are 
not found which pass through complex intermediate molecules. 

The search strategies seem to be variations on two: develop 
the alternatives 1) by looking at functionality and 2) by looking 
at skeletal structure of the molecule. To look at functionality 
i s to look for such things as double bonds, -COOH groups, -OH 
group and the l i k e . To look at the skeletal structure on the 
other hand i s to look for patterns i n the molecules, l i k e re
peated rings. The f i r s t i s a microscopic view and the second a 
macroscopic view. Hendrickson prefers the l a t t e r with most others 
the former. In the former, t y p i c a l l y a computer routine or equiv
alent i s written for each reaction type, with perhaps 300 to 500 
such routines existing. Each routine has a check l i s t at the be
ginning. The check l i s t looks at the target molecule to see i f i t 
has the correct functional groups, to see i f the carbon "β" to the 
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reaction site has the right appendages, etc. If that l i s t can 
be passed through successfully with a target molecule, the reac
tion becomes a candidate. For each step backward from a target 
molecule, each of the 300 to 500 reactions is rated and only 
those with the higher ratings are kept. In one set of programs 
the user is then presented with the preferred options, and he or 
she interactively selects those he or she wishes to pursue. 
Hendrickson prefers applying his method by hand. He has written 
a book on his method which contains a very long l i s t of so-called 
half reactions and a general synthesis tree that one uses to de
velop his or her reaction paths. 

Some of the computer programs developed to do reaction path 
synthesis apparently are very impressive. Subject to the above 
restriction forbidding complex intermediates, some of them may 
well out-perform many organic chemists for the class of problems 
they can handle. 

May and Rudd (1976) present a very interesting paper on re
action path synthesis for a special class of inorganic reactions 
which they t i t led solvay clusters. A solvay cluster is a se
quence of reactions equivalent to one overall net reaction which 
refuses to go at reasonable industrial conditions. To be a 
cluster the reaction sequence must make use of other species 
which are f irst used and then fully recovered later in the se
quence, an example being 

2HC1 + Mn 20 3 + 2MnCl3 = 2MnO + H20 + 2MnCl4 

Cluster ***h = 2 M n C l 3 + C l 2 
2MnO + CO - Μη £ 0 3 + C 

C + H20 = CO + H 2 

Reaction m C l ' H2 + C l 2 

Each of the reactions in a successful cluster wi l l proceed at 
reasonable industrial conditions. 

May and Rudd show that clusters are very conveniently rep
resented pictorial ly using what they term "nested polygons." 
Thus one can quickly generate alternative solvay clusters. They 
also describe a convenient method to represent pictorial ly the 
free energy of the reactions versus reaction conditions (T and 
P). Using this representation one can quickly select reactions 
sequences which form a thermodynamic ally viable solvay cluster. 
Included in the article are some clever ways to extend the l i s t 
of potential reactions. 

As May and Rudd point out, their approach only allows one 
to find a thermodynamically plausible cluster, but one wi l l need 
further evaluation methods to see i f the reactions rates are 
adequate and i f the implied processing problems can be reasonably 
solved. 
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Total Flowsheet Synthesis. Several approaches to t o t a l 
flowsheet synthesis appear i n the l i t e r a t u r e . The f i r s t was the 
AIDES system developed by S i i r o l a , Powers and Rudd (1971). A 
second i s the BALTAZAR system by Mahalec and Motard ( 1977a,b). 
The la t e s t and one which seems to be very intriguing i s by Johns 
and Romero (1979). In these ef f o r t s the problem solved i s to 
develop an entire process flowsheet given the reactions to be a l 
lowed, desired product streams and available raw materials. The 
programs automatically invent the entire structure needed from a 
functional point of view including separators, reactors, s p l i t 
ters, mixers, pressure changers, temperature changers, and the 
routing of a l l flows including recycles where appropriate. I t i s 
probably f a i r to say that these programs do a reasonable job on 
many problems but that they cannot yet compete with a competent 
design engineer. 

The representation for a t o t a l flowsheet i s handled simi
l a r l y by AIDES and BALTAZAR. Their view i s to transform streams 
defined by temperature, pressure, t o t a l flow, state, chemical 
species and their mole fractions by applying a sequence of tasks 
such as temperature changing (heaters, coolers), pressure chang
ing (valves, pumps, compressors), composition and flow changing 
(separators, mixters, s p l i t t e r s ) and kind of species (reactors). 

Johns and Romero view streams more crudely. They use bina
ry (0 or 1) flags to note the presence or absence of a component 
or to note that a stream i s at high or low pressure or high or 
low temperature or to note the presence or absence of a contam
inant, etc. Their description of a process i s to l i s t a l l pos
sib l e streams represented by their binary f l a g pattern and then 
to work out a structure which connects them "optimally" to meet 
the stated design goals. 

In each case the evaluation of a flowsheet i s done very 
crudely, with such guidelines as minimum mass flow into separa
t i o n tastes being used. Of course such crude evaluation i s a l l 
that can be done i n the preliminary stages because one i s not 
able to evaluate on an economic basis u n t i l the process i s f u l l y 
synthesized and the equipment selected; these programs stop short 
of selecting actual equipment. 

For these programs the problem i s to create a structure 
which can transform raw materials sources into desired product 
streams. BALTAZAR uses b a s i c a l l y a depth f i r s t strategy f o l 
lowed by evolution to discover i t s solution. AIDES on the other 
hand uses a breadth f i r s t solution, selecting the better a l t e r 
natives by doing a one step look ahead at each decision step. 

Johns and Romero view the synthesis problem as one which 
enumerates a l l streams, and, whenever a transformation i s needed 
between two streams, their approach i s to look at a l l process 
options capable of doing that transform and picking the best. 
I f one has three alternative simple separation methods (e.g. di s 
t i l l a t i o n , extractive d i s t i l l a t i o n with extractive agent S i , and 
crystallation) to separate a 10 component mixture, the Thompson 
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and King (1972) formula mentioned earlier predicts over 9.5x10^ 
alternative configurations. However, only 1023 distinct process 
streams can ever occur in a l l these processes. Thus the Johns 
and Romero strategy is to represent a process by the total l i s t 
of a l l the streams i t can produce, viewing the streams crudely so 
only a small number of them exist. They estimate the problem 
size wi l l grow by 3 n where η is the number of binary flags used 
to describe a stream. They conjecture about 12 such flags can 
readily be handled and that this wi l l be sufficient for most 
preliminary synthesis problems. 

BALTAZAR starts with a product stream and makes i t the f irst 
goal to meet. It searches among the source streams ( in i t ia l l y , 
the raw material sources) to see i f they can supply this goal in 
terms of species and their amounts. Sources are rank ordered 
depending on how close they are to the goal—is i t exactly what 
is needed except for amount, does i t have only species needed in 
the goal and no others, does i t have any species needed plus 
others which are not needed, etc. 

The closest stream is selected as the source and appropriate 
splitters, mixers and separator tasks are invented to transform 
this source stream into the goal stream. While working on these 
transformations other goals and sources are likely created. 
Goals arise because the source may only provide part of the orig
inal product stream; the part not provided becomes a new goal. 
Sources arise because a source may have left over portions not 
needed for the goal. These goals and sources are l isted, with 
the last goal l isted being the next one to be satisfied. I f a 
species in a goal is missing from a l l sources, a reaction must be 
selected which has the missing specie as a reaction product. The 
reactor feed becomes a new goal. In this manner an entire struc
ture is created which can produce the f irst product before the 
second product is looked at, thus i t can be viewed as a depth 
f irst strategy. 

When developing the structure needed for the second product, 
a l l the streams of the existing structure can be used as sources 
thus the second product knows of the f i rs t , but not the reverse. 
BALTAZAR is therefore sensitive to the order in which i t looks at 
the products. To remove this dependence, BALTAZAR goes into an 
evolutionary mode, where a l l structure for the f i rst product is 
destroyed. Then the structure is reinvented, but this time the 
structure for the other products exists. The structure is re
peatedly destroyed and reinvented for each product in sequence 
unti l the structure does not change. Few iterations seem to be 
required to get the structure to stabilize, and the result seems 
not to depend on the original order in which the products were 
l isted. 

AIDES has to be given the particular reactions to be used 
for the process. Its f irst step is to select which raw materials 
i t wi l l use and how much of each by selecting those which cost 
the least overall. It assumes a l l reactant species wi l l be re
cycled and ultimately converted when selecting the amounts needed. 
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Next, i t does a species allocation, deciding in one step where 
a l l species shall pass through the flowsheet. A scoring function 
is created for eachspecies going from a source to each potential 
destination. This scoring function attempts to account for po
tential separation costs which might result i f the match were 
made. Which separation tasks wi l l occur depends on a l l matches 
made so this scoring step cannot be done exactly. The essential 
idea is that after working out a l l possible species source/desti
nation matches, developing a score for each, the total species 
matching is done a l l at once (by solving a linear program). The 
matching is then fixed. Next the separation tasks which actually 
result are looked at and solved. These result from having dif
ferent species in a source stream matched to different destina
tion streams. 

AIDES uses this look ahead, scoring, and then making of a l l 
match decisions at once as its way of developing the better flow
sheets. It can be viewed as a breadth first algorithm there
fore. From the evidence, i t is not yet possible to say which ap
proach is better, that used by AIDES or that by BALTAZAR. Of in
terest is that two such different approaches exist, and both seem 
to get reasonable structures. 

Johns and Romero use a very different strategy to create a 
flowsheet. As stated earlier their approach is based on finding 
the best transformations among the small number of streams which 
can exist, regardless of the process structure. Obviously they 
need a crude definition for a stream to keep the number of 
streams small. For separation sequences, where each separator 
sharply splits the feed into two products, each of which have no 
species in common, the crude stream approximation is in fact ac
curate and was the first problem solved using this approach 
(Johns (1977)). 

The synthesis starts with a single specified feed and a l i s t 
of acceptable process output streams. It also starts with a l i s t 
of possible unit transformations. The units are defined by con
ditions which must be met by the input streams and limitations 
which describe the outputs in terms of inputs. No more than two 
input or two output streams are allowed for a unit. A crude cost 
correlation is also required for each unit. 

The algorithm is one which starts with the specified input 
stream and systematically works its way through a process to a l 
lowed output streams. Using a mixture of branch and bound and 
dynamic programming based arguments, the algorithm locates the 
least cost flowsheet structure. In essence, any time a pair of 
streams within the process can be connected by a unit, then a l l 
units are examined which can make that connection and the least 
cost one selected. The calculations associated with the enor
mous number of alternative structures are very significantly re
duced by this two level approach. 

Johns and Romero discuss how the program may be used to 
solve a variety of synthesis problems including reactors, multiple 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
3

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



72 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

(more than two) input and/or output units, processes with re
cycles and/or bypass streams. Each involves using the program by 
being clever on the unit input/output restrictions and/or the a l 
lowed process products. In some instances one risks generating 
unrealizable flowsheets, particularly for the recycle case, but 
they give "gambits" for overcoming such diff icult ies. 

Johns and Romero justify their very crude stream definition 
by arguing that the program is for very early process synthesis, 
to discover the general structure likely to be needed. The a l 
gorithm appears both interesting and restricted by the approach, 
but one might guess many of the restrictions may disappear when 
one finds a clever way around them, s t i l l within the "spirit 1 1 of 
the program. It seems unlikely the method can deal effectively 
with a heat exchanger network synthesis problem. It is clear 
that i t can deal very well with synthesizing a sequence of sharp 
simple separators. 

Friedler, Blickle, Gyenis and Tajan (1979) describe an a l 
gorithm for generating a l l alternative flowsheets which can be 
produced from given raw materials, products and single step 
transformations. The method uses an abstract algebraic method. 
They define as the basic "operand" in their algebra, a process 
stream at a given set of conditions so, i f the temperature or 
flow rate or composition is altered, one has a different operand. 
Like Johns and Romero, i t appears they must use a crude stream 
definition ( i .e . they must judiciously discretize the continuous 
variables) to prevent an explosive growth in the number of oper
ands and a resulting combinatorial growth in the number of flow
sheets. While i t is interesting to be able to generate a l l pos- -
sible flowsheets, one must s t i l l remember that, for most synthe
sis problems, the problem is that there are far too many for to
tal enumeration to be practical. It is difficult to assess the 
power of the approach until some example problems are presented. 

Another class of total flowsheet synthesis algorithms is 
that of "embedding," where (as stated earlier) a superstructure 
is invented which contains a l l the desired flowsheet arrange
ments as substructures within i t . Optimization is used to re
move those portions of the superstructure which are not worth
while, leaving the optimal flowsheet. 

This approach s t i l l requires one to invent the superstruc
ture before i t is similar in capability to the three algorithms 
just described. However, as with the Romero and Johns view, a 
superstructure may be relatively small because of the limited 
number of streams possible. 

Several papers on this approach convert the optimization 
problem to one using continuous "structural parameter" variables 
(Umeda, Hirai and Ichikawa (1972); Umeda, Shindo and Tazaki 
(1972); Osakada and Fan (1973); Ichikawa and Fan (1973); Mishra, 
Fan and Erickson (1973a,b); Himmelblau (1975); Sargent and 
Gaminibandara (1975)). Here the idea is to split the exit flow 
of each unit into part-flows to each of the potential target 
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3. WESTERBERG Process Synthesis 73 

units for that output, with the split fractions being continuous 
variables ranging in value from zero to one and adding to unity. 
These split fractions are labeled structural parameters and, i f 
optimized to zero, indicate the associated stream does not exist 
in the final flowsheet. The hope that one has converted the dis
crete problem of including or deleting portions of a structure in 
the final flowsheet to a continuous variable optimization problem 
is fraught with danger as shown by Shah and Westerberg (1977). 
Without considerable care inequality constraints may defeat the 
approach because they may cause discontinuities to occur at the 
boundaries of the feasible region. In essence the discrete de
cisions are often really s t i l l present. The method may also 
suffer from the presence of local optima (Westerberg and Shah 
(1978); Shah and Westerberg (1979)). Such optima are almost 
guaranteed i f the same substructure can be created from the su
perstructure in more than one way. 

Grossmann and Santibanez (1979) suggest that the approach of 
embedding can be very effectively and quite generally handled by 
reformulating the problem as a mixed integer linear program. 
This approach brings back memories of quite early work in the o i l 
industry where the same tool was used for similar problems. 
One's first reaction is to reject the adequacy of casting the 
problem as a linear one, but, as Grossmann and Santibanez show, 
the use of discrete (zero/one) decisions allow one to include to 
a very good approximation many of the nonlinearities. For ex
ample, a zero/one variable can be associated with the existence 
or non-existence of a unit. In the cost function that discrete 
variable can cause one to add in a fixed charge for the unit only 
i f i t exists. Also one can define a continuous "flow" variable 
for the unit which can be forced to zero i f the unit does not ex
ist by the linear constraint: 

Flow £ Discrete Variable χ Maximum Flow 

A variable cost for the unit can be assessed proportional to the 
continuous flow variable. Note that a fixed cost plus variable 
cost for a unit is not a convex function. 

Mixed integer linear programming codes exist which can solve 
very large problems of that type (several thousand constraints). 
They generally use branch and bound algorithms. Grossmann and 
Santibanex solve two very different synthesis problems using em
bedding and a mixed integer linear programming formulation. The 
results are impressive. 

Control System Synthesis. The synthesis problem for control 
systems is to select the controllers needed to meet specified 
control goals for a fixed plant configuration. The designer se
lects his goals by stating which variables he wishes controlled. 
The synthesis algorithm selects which variables to measure, 
which to manipulate and what type of controllers to use. 
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Govind and Powers (1976, 1978) have developed a synthesis 
algorithm which deliberately uses very crude process models. 
Their idea is to see how well one can automatically generate a 
control scheme using essentially no more information than control 
engineers currently appear to use. The controllers permitted are 
conventional PID controllers. The control schemes include simple, 
cascaded and split range structures, using both feed-forward and 
feed-back schemes. The crude process models are called cause-
and-effect models. They allow only certain directions of infor
mation flow, reflecting that which the units being modeled per
mit. For example, the temperature of the inlet to a heat ex
changer is allowed to affect the outlet temperature but not the 
reverse. The models include process gains to indicate i f a small 
change in a "causal" variable wi l l lead to a large or small, pos
itive or negative change in each affected variable. Also, pro
cess delay times are estimated and are part of the models. 

Using these models, alternative sets of variables are gen
erated which can be measured to allow an estimate of each vari
able whose value is to be controlled. Similarly the system gen
erates alternative sets of variables whose manipulation permits 
control of each variable to be controlled. Clearly i f the con
trolled variable can be measured and manipulated inexpensively 
and accurately, i t i s . Otherwise alternative sets are generated 
and ranked. Long delay times or poor gains between a measured or 
manipulated variable and the desired control variable wi l l give 
that choice a low rating. Govind and Powers also state a number 
of qualitative rules for liking or disliking various options for 
variables to be measured or manipulated, and these rules aid in 
selecting which ones to choose. 

Cascading is tried i f the cascaded loops have different ex
pected response times so they wi l l not fight each other. 

Stephanopoulos and Morari (1976, 1977) developed ideas re
lated to those of Govind and Powers. They developed a modified 
view to selecting the manipulated and measured variables, aided 
by the concepts of "structural controllability" and "structural 
observability." Structural controllability and structural ob
servability are similar to controllability and observability ex
cept they are based only on the zero/nonzero pattern of the ap
propriate matrices. The question asked is i f any numbers were to 
be allowed in these matrices, would the system be controllable or 
observable. Their other heuristic arguments for accepting or re
jecting alternatives are very similar to those of Govind and 
Powers. 

Umeda and Kuriyama (1978) describe a two level approach to 
control system synthesis. At the inner level control schemes are 
developed for each unit in the flowsheet. While these schemes 
would work for the unit in isolation, they likely wi l l fight each 
other i f used together. Thus an outer level coordinating step 
examines and modifies these schemes to eliminate undesirable in
teractions. The two levels of activity are repeated until they 
both give the same structure. 
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Brosilow and coworkers (Weber and Brosilow (1972); Easterday 
(1973); Joseph and Brosilow (1978a); Brosilow and Tong (1978); 
Joseph and Brosilow (1978b)) present another control synthesis 
technique. They term i t linear inferential control, and its pur
pose is to select which variables to measure when developing a 
control scheme. This problem is obviously only part of that for 
the general control system synthesis problem. The proposed method 
ignores dynamics. They select the variables from among a given 
candidate set by examining the steady state sensitivity and the 
noise, and usually they pick more than one measurement for each 
control loop. Stephanopoulos and Morari (1977) add dynamic com
pensation considerations to this approach. Mellefont and Sargent 
(1978a) deal with selecting the measurement variables also, only 
they pose the problem as one to minimize a quadratic performance 
index for a linear stochastic system. The index included a qua
dratic term for cost of the controllers. They use a branch and 
bound algorithm to search for the best measurements to make. 

Mellefont and Sargent (1978b) also treat a more general 
problem in which the measurement subsets change during the con
trol interval. 

Shinsky (1979) uses a relative gain matrix to select which 
variables to manipulate and measure. Again dynamics are ignored. 
The method allows one to find which variables influence which 
others the most i f they were put into a feedback control loop. 

Using embedding with a structural parameter formulation, 
Nishida, Liu and Ichikawa (1976) state the necessary conditions 
for optimality for both the structure and the control of a dy
namic process system. They also permit some of the system param
eters to take on uncertain values from within allowed ranges. 
The problem is stated as a minimax problem, where the maximum 
value of the performance index with respect to selection of the 
uncertain parameter values is minimized with respect to the con
trol variables, the design decisions and the structural parameters. 

This problem is obviously a large one in that i t includes 
a l l the problems of optimal control with uncertain parameters as 
well as embedding in synthesis. Two example problems are given, 
with one il lustrating that the minimax structure may well be dif
ferent from the steady-state optimal structure. 

Arkun, Stephanopoulos and Morari (1978) have added a new 
twist to control system synthesis. They developed the theory and 
then demonstrated on two example problems how to move from one 
control point to another for a chemical process. They note that 
the desirable control point is l ikely at the intersection of a 
number of inequality constraints, the particular set being those 
that give optimal steady-state performance for the plant. Due to 
process upsets or slow changes with time, the point may move at 
which one wishes to operate. Also, the inequality constraints 
themselves may shift relative to each other. Arkun, Stephano
poulos and Morari provide the theory to decide when to move, and 
then develop alternative paths along which to move to the new 
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target. The alternative paths involve following different con
s t r a i n t s . As new constraints become active and old ones are re
leased along a path, new control structures may be needed; i . e . 
new loops must be structured dynamically. The synthesis problem 
i s to select the o r i g i n a l control structure, to select the path 
to travel and to restructure the controllers as one moves. This 
paper introduces what may become a very interesting topic i n 
control. 

Other Synthesis problems. One recent synthesis publication 
by Nishitani and Kunugita (1979) i s d i f f i c u l t to c l a s s i f y under 
the above headings. I t deals with selecting the optimal vapor/ 
l i q u i d flow patterns to use for a multiple effect evaporator 
system. The two obvious patterns are cocurrent (the l i q u i d and 
vapor proceed through the system together) and counter current. 
Other patterns are possible and often s i g n i f i c a n t l y improve the 
economics. 

The authors pose the problem as a multiple objective func
tion problem, and, i n their example, consider the two competing 
objectives of t o t a l evaporator heat exchanger area and steam 
usage. The paper i s r e a l l y a clever way of eliminating a number 
of flow patterns as never being candidates for the optimal solu
tion regardless of the r e l a t i v e importance of the cost for area 
versus steam costs. For a particular t r i p l e e f f e c t example prob
lem, they show that, depending on the l i q u i d feed temperature, 3, 
4 and even 5 of the patterns out of 6 can be eliminated. 

The paper simplifies the analysis required for each config
uration by eliminating a l l continuous variable optimization prob
lems. (This sounds fami l i a r , does i t not?) Most notably they 
require a l l evaporator areas to be equal and add other s p e c i f i c a 
tions s u f f i c i e n t i n number to absorb a l l the degrees of freedom. 
One might view some of these added specifications as "he u r i s t i c s . " 

F i n a l Comments 

Synthesis i s an active research area. Significant results 
have emerged from this a c t i v i t y , p a r t i c u l a r l y i n heat exchanger 
network design. The a b i l i t y to establish bounds on u t i l i t y us
age and number of exchangers required and the use of the temper
ature versus heat content diagram to f i n d pinch points are very 
s i g n i f i c a n t tools for design. Also very competent computer pro
grams now exist to aid i n organic reaction path synthesis. A 
number of the other synthesis strategies must be further de
veloped to make them useful for a wide range of i n d u s t r i a l prob
lems. Separation system synthesis, for example, needs to handle 
a wider class of separators. Many of the control system synthe
s i s ideas which establish the t o t a l control structure are as yet 
untried on r e a l problems. The t o t a l flowsheet synthesis algo
rithms are as yet only a beginning. 
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Synthesis research has caused a number of people to organize 
their approach to process design. People now ask the right ques
tion about design even i f the answers as yet are lacking. How 
does one locate the best structure for a process? How does one 
teach another person to do synthesis? 

The past emphasis in teaching design has been on the analy
sis of a given process. The current emphasis is moving toward 
teaching how to invent the structure, and the synthesis tools 
give a framework from which to teach. The author has available 
a suite of interactive analysis programs including flash units, 
shortcut d is t i l la t ion and absorption. If students are not taught 
a design strategy, few wi l l systematically examine a l l the a l 
ternatives for a separation scheme. On the other hand, i f they 
are given the slightest insight into the synthesis problem and 
the established heuristics, they readily do a respectable job at 
inventing a flowsheet. 

Abstract 

Synthesis is the step in design where one conjectures the 
building blocks and their interconnection to create a structure 
which can meet stated design requirements. This review paper 
first defines chemical process synthesis and indicates the na
ture of the research problems—to find representations, evalua
tion functions and search strategies for a potentially nearly 
infinite problem. It then discusses synthesis research and the 
most significant results in each of six areas—heat exchanger 
networks, separation systems, separation systems with heat inte
gration, reaction paths, total flowsheets and control systems. 

The main conclusions of the review are that industrially 
significant synthesis results now exist in energy conservation 
and reaction path synthesis and that the area of synthesis is a 
valuable research area. As a research area, it will produce 
significant results, though many of those available now are of 
limited usefulness on real problems. 
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Advanced Control Strategies for Chemical Processes: 

A Review 

THOMAS F. EDGAR 

Department of Chemical Engineering, University of Texas, Austin, TX 78712 

The decade 1960 - 1970 was a very active period in univer
sity control research, stimulated by parallel developments in 
the space and communication fields. However, there was very 
little diffusion of this technology into the industrial sector, 
simply because the implementation of this so-called modern 
control theory could not be justified economically. Industrial 
control technology remained fairly static during this period, 
mainly relying on analog hardware and the PID controller. 

Since about 1970 a quantum change in industrial activity in 
control technology has taken place, spurred on by major cost and 
scientific breakthroughs in computer hardware technology, namely 
the minicomputer and microprocessor. These developments have rad
ically changed the prospects of applying advanced control strate
gies. University researchers in the 1970's appear to be more or
iented towards industrial control applications than their earlier 
counterparts and more eclectic in developing theory tied to those 
problems. Evidence of this tilt toward applications include the 
Asilomar Conference on Chemical Process Control (1) and the fact that 
many process control investigators today employ experimental test
ing of computer control and estimation algorithms as an integral 
part of their research program. 

The rapidly changing world energy picture has created a further 
impetus for new advances in control technology. Increases in the 
cost of energy have already caused major changes in process opera
tion and design for the process industries. In this milieu the tun
ing of individual control loops is superseded by the need to coor
dinate both plant control and optimization strategies, the latter 
often referred to as "supervisory control". Established algor
ithms such as linear programming or one-dimensional search are 
used in most supervisory control or set point optimization appli
cations. Simplicity is a key feature of these methods, but the 
results are impressive. 

The impact of process dynamics and control on energy utiliza
tion should not be interpreted narrowly as affecting only operat-

0-8412-0549-3/80/47-124-089$05.75/0 
© 1980 American Chemical Society 
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90 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

ting costs. As mentioned above, design changes implemented to 
minimize energy consumption can have a profound influence on how 
e f f i c i e n t l y a process can be controlled. The introduction of 
these design changes, which often requires integration of heat 
producing and heat consuming components of the plant, usually 
makes such a process more interacting and less susceptible to 
simple control strategies. In the future industry w i l l probably 
be forced to operate against constraints that tax the operability 
of the system; self-regulating systems may not be so omnipresent. 

Because of the heavy dependence on the p r o f i t incentive, 
complicated control strategies have not received wide acceptance 
i n the process industries. It has been d i f f i c u l t to j u s t i f y the 
costs of engineering manpower and control hardware and instrumen
tation balanced against potential benefits of advanced control 
techniques. As discussed by Edgar (4), most of the recent 
a c t i v i t y i n energy conservation has been of the simple, low 
investment type, not necessarily even requiring a control computer. 
Such projects include adding insulation, monitoring steam con
sumption and leaks more closely, controlling combustion e f f i c i e n c y 
more t i g h t l y , and more frequent cleaning of heat transfer surfac
es. Future energy savings w i l l probably be tied to improvements 
in computer control and monitoring of energy intensive processes. 

It i s indicative of the t o p i c a l i t y of i n d u s t r i a l energy 
conservation that i n the March, 1979 issue of Chemical Engineer
ing Progress, engineers from two major energy companies (DuPont 
and Exxon) discussed innovative engineering design changes to 
energy-intensive processes (5) , (6). Such design modifications 
are motivated p r i n c i p a l l y by steady state decreases i n energy 
consumption, while the use of on-line process control and optim
izatio n i s secondary. However, i t i s clear that the success of 
the conservation strategies discussed i n these a r t i c l e s i s depend
ent upon the development and implementation of suitable computer 
control/optimization algorithms. One p a r t i c u l a r l y interesting 
example cited by Robnett (5) involves several r e f r i g e r a t i o n 
machines running i n p a r a l l e l to s a t i s f y a demand for c h i l l e d 
water. The c h i l l i n g system load i s controlled by steam flow. 
One r e f r i g e r a t i o n system i s e l e c t r i c a l l y driven; a second i s 
operated by a condensing turbine. High pressure steam from a 
power house i s pressure-reduced for use by the plant as i t passes 
through one a i r compressor turbine, one r e f r i g e r a t i o n machine 
turbine, and the high pressure section of the turbogenerator. 
The steam turbines require one-third the energy of an e l e c t r i c 
motor. Each re f r i g e r a t i o n unit has a different horsepower/ton 
characteristic, which also depends upon ambient conditions. There 
are hard constraints on compressor loads and cost penalties (soft 
constraints) on e l e c t r i c a l load. Steam, refrigeration, compressed 
a i r , and e l e c t r i c a l loads to the plant vary continually. While 
the author does not suggest that the optimum operating and control 
strategy i s known, he does imply that a computer control system i s 
the only way to operate the plant i n an optimum manner. 
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4. EDGAR Advanced Control Strategies 91 

A second example, discussed by Kenney (6), involved energy 
integration of a t r a i n of d i s t i l l a t i o n columns i n a refinery/ 
aromatics complex. The integration was performed i n order to 
eliminate furnace reboilers; this design change reduced Btu con
sumption by 50 per cent i n the d i s t i l l a t i o n t r a i n but made 
pressure control more d i f f i c u l t . As reported by the author, the 
towers also became more sensitive to variations i n throughput and 
feed composition, which are common disturbances i n d i s t i l l a t i o n 
systems. These results are generally expected when energy 
integration i s implemented. 

It i s important to note some of the salient characteristics 
of the above systems. 

(1) They are multivariable i n nature, and there are 
interactions which exist among the various control 
and output variables, making a s i m p l i s t i c single 
input-output (SISO) strategy somewhat hazardous i f 
not i n e f f i c i e n t . 

(2) Set point optimization and dynamic optimization may 
be coupled, thus confounding a p r i o r i s p e c i f i c a t i o n 
of controller parameters. Changing set points may 
change model parameters, although some parameters 
may be inherently time-varying due to system non-
l i n e a r i t i e s . This suggests that on l i n e i d e n t i f i 
cation and/or adaptive control approach might be 
f r u i t f u l . 

(3) Not a l l variables of interest are d i r e c t l y measur
able, i . e . , i t may not be technically or economically 
feasible to obtain needed data i n real-time. It 
i s important to select the minimum number of measure
ments necessary for effective control. 

(4) The trade-offs among process design, optimization 
and control must be considered. The h i e r a r c h i c a l or 
distributed nature of the plant or process may need to 
be exploited i n an advanced control scheme. The oper
ation of energy-integrated plants requires design of 
control systems which are decentralized (such as with 
microprocessors) but which respond to overall plant 
objectives v i a a communication l i n k to a larger 
computer. 

In this review the new thrusts of advanced control theory i n 
to the four areas mentioned above w i l l be discussed. The current 
state of control theory and practice for these areas w i l l be 
mentioned, and new contributions which hold promise for future 
application w i l l be outlined. Most of the l i t e r a t u r e cited i n 
this review f a l l s under the general c l a s s i f i c a t i o n of linear 
control theory, which in the author's opinion holds the most 
near-term promise for applications. Hence such topics as 
nonlinear estimation and control are not covered i n any depth 
here. 
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92 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Control and Modeling Philosophies 

The output or state feedback approach is s t i l l the most 
accepted controller structure, whether for analog or digital 
models or for single input-single output (SISO) or multiple 
input-multiple output (ΜΙΜΟ) processes. Feedback control design 
techniques can be classified under the following general headings: 

(1) frequency domain (open or closed loop frequency 
response) 

(2) root locus, where closed loop eigenvalues and 
sometimes eigenvectors can be specified 

(3) optimal control, where a performance function 
is optimized (e.g., minimum variance) 

Special considerations, such as dead time compensation, can be 
discussed under the three areas. 

The goal of the above techniques is to achieve the following 
desirable controller characteristics: 

(1) adequate disturbance rejection 
(2) quick response to set point changes 
(3) insensitive to model and measurement errors 
(4) avoids controller saturation or excessive control 

action 
(5) requires minimum process information 
(6) stable in the face of instrument failure 
(7) suitable over a wide range of operating conditions 

While i t may be impossible to achieve a l l of these goals simultan
eously, i t is clear that a "super-controller 1 1 which is inexpensive 
to implement and always achieves superior performance is the para
gon against which a l l controllers must be measured, This has led 
to a design approach which is often based on interactive graphics, 
allowing successive evaluation of many alternatives. 

If one is dealing with an SISO system with constant coeffic
ients, there are no advantages to employing so-called modern 
techniques vs. the well-established classical methods based on 
frequency response. The equivalence of optimal control, pole 
placement, and frequency response methods can be demonstrated 
under certain conditions, especially for low order systems. 
Therefore, the individual preference of the designer can be 
followed in most cases. However, i f appreciable dead time is 
present in the process, then simple feedback techniques may be 
disadvantageous. For high performance special methods, such as 
feedforward control or a Smith predictor (7), should be super
imposed on the feedback controller. It is interesting to note 
that while the well-established tuning rules for analog control
lers rarely incorporate any special considerations for dead time 
compensation, the use of a dead time predictor for digital 
controllers is a well-established procedure (8). Presumably 
this dichotomy has arisen because analog hardware could not 
easily simulate pure time delays, as required by the Smith 
predictor, while time delays are readily treated by sampled data 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
4

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



4. EDGAR Advanced Control Strategies 93 

(computer) controllers. Dead time compensation naturally arises 
out of optimal control methods, as w i l l be discussed later. 

One preliminary consideration in controller design is how 
the selection of the model affects the nature of the controller. 
Use of modern (multivariable) control theory usually requires 
better models, often more detailed than first or second order plus 
dead time. These models may be based on a fairly rigorous inter
pretation of physical and chemical principles. Using distributed 
physical or chemical measurements for state feedback is certainly 
appealing. However, for large scale systems (such as a dist i l la t ion 
column or a multi-unit system) the use of physical models is less 
attractive, due to the large amounts of manpower and time required 
in model development (for the example of modeling a dis t i l la t ion 
column, see refs. (9) and (10)). Therefore for these systems 
the so-called black box models are favored for most "on-line" ap
plications. That is not to say that physical models do not lend 
insight into synthesis of the control structure as well as provide 
a tool for simulation; these are perhaps the most valuable roles 
for physical models. 

In the literature there have been significant efforts in 
physical modeling and controller design for the following 
multivariable unit operations [Rijnsdorp and Seborg (11)]: 

(1) dist i l la t ion columns - Buckley (12), Edgar 
and Schwanke (9). 

(2) reactors-Padmanabhanan and Lapidus (13), 
Wallman and Foss (14). 

(3) fluid catalytic crackers - Kurihara (15), 
Schuldt and Smith (16). 

(4) Wastewater treatment - Olsson (17). 
(5) paper processing - Church (18). 
(6) furnaces - Clelland (19). 
(7) double effect evaporator - Fisher 

and Seborg (20). 
A l l design methods to be discussed in this section are for 

linear dynamic systems. Such systems can be described in the 
time domain by the state space regulation equation 

x, u, and d are vectors which represent deviations from a selected 
steady state operating point, χ represents the state vector of 
dimension nxl; the definition of η state variables is necessary 
for complete specification of the dynamic system. The inputs 
in equation (1) are the control vector u, of dimension r, and the 
disturbance vector, of dimension p. 

The output vector, y, is of dimension m, which represents 
the linear combination of the states which are directly measura
ble. With state variable notation, one can achieve dynamic 

χ = Ax + Bu + Fd (1) 

y = Cx (2) 
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94 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

compensation through linear feedback (proportional) control and 
by using augmentation of the state vector. This i s a necessary 
step i n allowing for integral control with time domain design 
methods. Feedback control can be implemented either i n terms of χ 
(state variable feedback) or y (output feedback). 

An equivalent description of equations (1) and (2) i n terms 
of multivariable transfer functions (Laplace domain) can also 
be given: 

y(s) = G(s)u(s) +G*( s)d(s) (3) 

G(s) = C(sl - A ) - 1 B G*(S) = C(sl - A ) " 1 F (4) 

The poles for G(s) are equivalent to the eigenvalues of A i n equa
tion (1). The output feedback controller i n the s domain becomes 
u(s) = K(s) y(s). 

Controllers can be designed on a regulation basis (d+0, 
x(0) = 0) or on a servomechanism basis (d=j=0, x(0)=0). When d+0, 
the controller must counteract the disturbance, although the add
i t i o n of integral control can force the error of some outputs to 
zero, depending upon the nature of A. The closed loop transfer 
function for set point changes (servomechanism) i s 

y(s) = {I + G i s ^ s ) } " 1 G(s) K(s) r(s) (5) 

For a f a i r l y complete review of linear multivariable control
l e r design techniques, the reader i s referred to a r t i c l e s by 
MacFarlane (21) and Edgar (22). 

Frequency Domain Design Techniques. The design of SISO sys
tems based on frequency response characteristics includes such 
well-established methods as the Bode plot and the Nyquist and 
inverse Nyquist diagrams. During the past ten years there has 
been a serious e f f o r t to extend these methods to treat ΜΙΜΟ sys
tems. In fact, there are several graphics-based software pack
ages developed i n Great B r i t a i n which are now being marketed 
commercially. (23), (24). These are generally based on Laplace 
transform representation of process dynamics and control. The 
two pioneers which must be credited with leading these develop
ments are Η. H. Rosenbrock and A. G. J. MacFarlane. 

Decoupling, or non-interacting control, i s the oldest multi-
variable control technique (21). The general philosophy of non-
interacting control i s to cancel the interactions by choosing a 
controller of appropriate structure. If (G(s) . K(s)) i n equa
tion (5) can be made a diagonal matrix by properly selecting 
K(s), then the product matrix has no interactions (off-diagonal 
terms are zero). Thus the controller synthesis problem reduces 
to treating each diagonal element separately as i n the single 
loop problem. In other works, i n the decoupled system, r ^ only 
affects yn. but does not affect y^ ( i ^ j ) . In order to obtain 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
4

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



4. EDGAR Advanced Control Strategies 95 

a straightforward design problem, controller performance is sacri
ficed. The loop decoupling approach also can suffer from extreme 
sensitivity to model errors (if a parameter changes, the design 
is no longer non-interacting). Pathological cases arise in de
coupling when deadtime or positive zeroes occur in the transfer 
function matrix. In the former case, a controller with a "pre
diction" element (e ) may arise, while in the latter case the 
controller wi l l contain an unstable element (21). Another 
disadvantage of exact decoupling is controller complexity. Exper
imental applications of decoupling have been popular for d i s t i l l 
ation columns, as reviewed by Edgar and Schwanke (9̂ ). 

There are several less binding options available for decoup
ling. One is to use approximations (sometimes ad hoc) to the 
required decoupling controllers, often simplifying the controller 
forms. A second approach is to use partial ("one-way") decoup
ling. This approach recognizes that one loop may be more sensi
tive to input-output interactions than another; partial decoup
ling is implemented by setting one cross-controller ( K „ , i+j) 
equal to zero [Shinskey, (25) ]. Partial decoupling is'SJiore 
tolerant of model errors. Recent studies by McAvoy and coworkers 
(26), (27) and Toijala and Fagervik (28) have examined the effects 
of model errors in decoupling in dist i l la t ion column models, 
explaining some difficulties which have been reported for exper
imental application of decoupling. A s t i l l simpler approach is 
static decoupling, where the dynamics of each element in the 
transfer function matrix are neglected in the cross-controllers; 
only the steady state gains are uti l ized. 

The inverse Nyquist array technique, as presented by Rosen-
brock (29), is a set of diagrams corresponding to the elements of^ 
the inverse of the open loop transfer function £(s) = (G(s)K(s)) 
of the system. Central to Rosenbrock's technique is the princi
ple of diagonal dominance, where the designer attempts to select 
K(s) so that (£(s) is diagonally dominant. This requirement is 
less restrictive than exact decoupling, where the off-diagonal 
elements are forced to zero. Rosenbrock's stability theorem^ 
requires that for a l l s each diagonal element of (G(s)K(s)) 
must be larger in magnitude than the sum of a l l of the off-diag
onal elements in that same row. This insures that interactive 
effects are "small". Once § ( s ) has this property, only the 
inverse Nyquist diagram for components of the diagonal needs 
to be constructed. Thus a set of approximate single loop control 
problems, corresponding to the diagonal elements, is solved. 
However, the inverse Nyquist diagram, which for SISO systems is a 
locus of points on the complex plane, is in the multivariable 
case a locus of circles for each loop. These circles account for 
the uncertainty incurred by ignoring the system interactions 
(referred to as Gershgorin bands), and are constructed by adding 
the magnitudes of the off-diagonal elements in a row or column 
for a given frequency. The validity of this approach is sup
ported theoretically. As in single loop theory, the c r i t i ca l 
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96 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

point for determination of closed loop system stability is (-1, 
0) on the complex plane. 

To make (£(s) diagonally dominant, i t is necessary to select 
a specific type of controller. Rosenbrock has proposed that 
K(s) = KaKfr(s)Kp(s), i . e . , a product of three controller matrices. 

is a permutation matrix, which scales the elements in G(s)K(s) 
and makes some preliminary assignment of single loop connections, 
usually to assure integrity. This step can be used to make 
(G(s)K(s) )~1 diagonally dominant as s*0. K^(s) can be chosen to 
meet stability cr i ter ia. Finally the elements of K c (s) , a dia
gonal matrix, can be selected to improve performance of the sys
tem. The proper selection of and Kfc>(s) are the most diff icult 
parts of the design process, and this step should be considered 
iterative, especially for an inexperienced user. 

Another design technique, the characteristic loci controller, 
is based on the approach of MacFarlane and Belletrutti (30). This 
method has some similarities to the strategy employed in the in 
verse Nyquist array. However, rather than approximate stability 
calculations performed using a locus of circles (inverse Nyquist 
diagram = ((G(s)K(s))~1), a vector of exact characteristic loc i is 
computed (Nyquist diagram=G(s)K(s)). As with Rosenbrock's method, 
a controller formed by a cascade of several transfer function mat
rices is uti l ized. MacFarlane and Belletrutti have identified se
ven different types of controller transfer functions, which when 
combined attempt to satisfy conditions of closed loop stability 
and high integrity (closed loop stability when a transducer fa i l s ) , 
minimize interaction due to off-diagonal elements at high and low 
frequency, and achieve good performance. Diagonal dominance is 
not required in this design method, although i t is helpful in ob
taining a system of high integrity. Application of this design 
method does yield a feasible multivariable controller, but i t is 
difficult to obtain a suitable design without a great deal of ex
perience and intuition. 

Other frequency domain techniques which have been proposed 
include the commutative controller (31), sequential return diff
erence (32), and the direct Nyquist array (33). In chemical pro-
ess control, a number of recent applications of multivariable fre
quency response methods include dist i l lat ion columns (34), (35), 
and reactors (36). 

Dead time compensation for multivariable systems can be 
accomplished using a matrix version of the Smith predictor, as 
recently presented by Ogunnaike and Ray (37). This multivariable 
block diagram for the Smith predictor is structurally the same 
as for the SISO case (7). The resulting compensator allows one 
to tune the controller as i f there were no dead time in the 
characteristic equation, thus allowing higher controller gains 
and more effective regulation. The question of which multi-
variable technique is best to use with the Smith predictor is 
s t i l l open to question, as is the problem with sensitivity to 
changes in the time delays. 
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4. EDGAR Advanced Control Strategies 97 

Root Locus Techniques. The discussion of root locus methods 
is almost a standard feature in most undergraduate textbooks, 
although this procedure is generally acknowledged to be inferior 
to frequency response methods. It is normally expected that i f 
the closed loop eigenvalues are shifted further to the left of 
the complex plane, the system wi l l be faster responding. However, 
this is not always the case. The key problem with root locus 
or pole placement methods is that they ignore the effects of 
control on the system eigenvectors. 

The primary interest in the pole placement literature recent
ly has been in finding an analytical solution for the feedback 
matrix so that the closed loop system has a set of prescribed 
eigenvalues. In this context pole placement is often regarded 
as a simpler alternative than optimal control or frequency res
ponse methods. For a single control (r=l), the pole placement 
problem yields an analytical solution for fu l l state feedback 
(e.g., (38), (39)). The more difficult case of output feedback 
pole placement for ΜΙΜΟ systems has not yet been fully solved(40). 

In the past few years, a number of workable pole-placement 
algorithms have been published. However, their application to 
ΜΙΜΟ systems with incomplete state variable feedback are often 
unsatisfactory in that: 

(1) Only a limited number of poles can be placed arbitrarily 
(2) Nothing can be said about the remaining unassigned 

eigenvalues, i . e . , their stability is not guaranteed. 
(3) For complete pole placement, i t is usually required 

that r+m>n+l, thus the total number of inputs and 
outputs are considerably larger than the minimum con
dition rxm>n. Here the minimum condition means that 
when rxrn r̂i, i t is l ikely that a solution exists for 
the resulting set of nonlinear equations. 

(4) Usually the algorithm returns a feedback matrix with 
very large components. This may be unacceptable for 
a control system with constrained inputs. Finding 
a feedback matrix with smaller entries by t r i a l and 
error can be very tedious. 

(5) The close loop response depends not only on the closed 
loop eigenvalues but also on eigenvectors. Intuitive 
specification of closed loop eigenvalues may be d i f f i 
cult. 

(6) Time delays are not readily treated. 
It is well known that there are closed loop locations which 

can not be reached by constant proportional control using less 
than fu l l state feedback. The common approach in the case where 
proportional output feedback cannot yield a satisfactory design 
is to add an observer to the system. A similar but somewhat 
different approach is to use a dynamic controller. As an example, 
consider the control of a second order SISO plant by an ideal 
PID controller cascaded with a first order f i l ter , which is 
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98 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

basically a second order dynamic controller of restricted struc
ture. 

K(s) 
3 + β s + β s-
o 1 2 
â s + s 

Let the second order plant be 

G(s) = 
b,s + b 1 ο 
s + a, s + a 1 ο 

Then the closed loop transfer function becomes 
G(s) L(s) 1+K(s) G(s) 

3 2 a0b s + (a0b + a.b)s + OLb s 2 1 2 ο 11 Ι ο 

(6) 

(7) 

(8) 

s 4+(a 1+a 1+b 13Js 3+(a 1a 1+a +b β,+b 3 0)s 2+(a αΊ+3 b +Rb )s+3 b 1 1 1 2 l l o l l o z ο 1 ο 1 1 ο o o 

The closed loop poles are specified to be p.. , p , p and p . . 
This implies 4 

1 + K(s)G(s) = π (s-p.) 
i=l 1 

4 2 2 = s +C0s +C0s +C1s+C 3 2 1 ο (9) 

Comparing equation (9) with the denominator of equation (8), the 
controller parameters 3Q> 3̂ > 
ing the simultaneous equations: 

b 
ο 

0 0 0 C 
ο 

b l b 
ο 

0 a 
ο h c i 

0 
b i b 

ο 
a i h C 2 -a 

0 0 b l 1 . αι [ c 3 - a 

α ΐ 3 Γ Θ ^ e t e r m ^ n e c ^ f r o m solv-

o 
\ J 

(10) 

Note that a set of linear algebraic equations results. Moré 
details on pole placement with a dynamic controller have been 
reported by Brasch and Pearson (41). 

Pole and zero placement using a dynamic compensator for an 
SISO system can be accomplished by specifying analytically 
the closed loop servo response (e.g., f irst or second order with 
deadtime). Suppose that the specified response is defined by 
P(s); solving the closed loop equation (5) yields an analytical 
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form for the feedback controller: 

K ( S ) = G ( S ) ( ! P ( S ) G ( S ) 

This design may y i e l d controllers which are quite sensitive to 
model errors and require high order derivative action. If the 
dead time i n P(s) i s the same as the dead time i n G(s), the con
t r o l l e r contains dead time compensation, as i n the Smith predic
tor. B r i s t o l (42) has extended this idea to apply to multivaria
ble systems, although he treats the controller i n a more general 
form, allowing a pre-compensation block before Q(s) and a post-
compensation block after G(s) i n the direct path between r(s) 
and y (s). 

A related approach which has been used successfully i n indus
t r i a l applications occurs in discrete-time control. Both Dahlin 
(43) and Higham (44) have developed a d i g i t a l control algorithm 
which i n essence specifies the closed loop response to be f i r s t 
order plus dead time. The effec t i v e time constant of the closed 
loop response i s a tuning parameter. If z-transforms are used 
in place of s-transforms i n equation (11), we arrive at a d i g i t a l 
feedback controller which includes dead time compensation. This 
dead time predictor, however, i s sensitive to errors i n the 
assumed dead time. Note that i n the d i g i t a l approach the closed 
loop response i s e x p l i c i t l y specified, which removes some of the 
uncertainties occurring i n the t r a d i t i o n a l root locus technique. 

Optimal Control. Optimal control i s extension of the p r i n c i 
ples of parameter optimization to dynamic systems. In this case 
one wishes to optimize a scalar objective function, which may 
be a defi n i t e integral of some function of the state and control 
variables, subject to a constraint, namely a dynamic equation, 
such as Equation (1). The solution to this problem requires the 
use of time-varying Lagrange multipliers; for a general objective 
function and state equation, an an a l y t i c a l solution i s rarely 
forthcoming. However, a s p e c i f i c case of the optimal control 
problem does lend i t s e l f to a n a l y t i c a l solution, namely a state 
equation described by Equation (1) and a quadratic objective 
function given by 

J(u) = / (x TQx + u TRu)dt (12) ο 
where t^ i s the f i n a l time. This problem i s known as the lin e a r -
quadratic problem (LQP). J(u) i s to be minimized when (J. i s pos
i t i v e semi-definite and R i s positive d e f i n i t e . As demonstrated 
in standard texts on optimal control, e.g., Athans and Falb (45) 
and Lapidus and Luus (46), the optimal control for the servo 
problem (d = o) i s u(t) = K(t)x(t), or linear proportional feed
back. This multivariable design method has been the subject of 
intensive research efforts over the la s t f i f t e e n years. For a l l 
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feedback matrices designed by the LQP, the closed loop system i s 
asymptotically stable. 

The LQP i s the only general optimal control problem for which 
there exists an a n a l y t i c a l representation for the optimal control 
i n closed-loop or feedback form. For the LQP, the optimal con
t r o l l e r gain matrix Κ becomes a constant matrix for tf>°°. Κ 
i s independent of the i n i t i a l conditions, so i t can be used for 
any i n i t i a l condition displacement, except those which,- due to 
model nonlinearities, invalidate the computed state matrices. 
There i s a substantial amount of material developed for the LQP 
and i t s extensions: the December, 1971, issue of IEEE Trans
actions on Automatic Control and a review a r t i c l e by Edgar et 
a l . (47) provide a f a i r l y complete exposition on the effects of 
non-linearities i n the state equations, parameter variations, 
constraints, disturbances, incomplete measurement, and system 
noise. There are several general purpose computer programs for 
solving the LQP, as discussed by Edgar et a l (47). 

Edgar (22) has also discussed the quadratic objective func
tion issue, i . e . , whether i t incorporates economic r e a l i t i e s , 
and he concluded that i t i s not wholly satisfactory i n this re
gard. At the present time the LQP appears to be a method which 
can usually y i e l d results more or less equivalent to other design 
techniques, although possibly with larger e f f o r t . Other features 
of the LQP controller synthesis approach are as follows: 

(1) Physical state space models are more attractive for 
use with the LQP (especially when state variables 
are d i r e c t l y measurable), while multivariable black 
box models are probably better treated by frequency 
response methods (22) or minimum variance control 
(discussed later i n this section). 

(2) The equivalence of tuned PID controllers and optimal 
controllers can be demonstrated by augmentation of the 
state vector and judicious selection of the objective 
function (47), (48); ordinarily an optimal feedback 
controller contains higher order derivative terms, 
yie l d i n g s i g n i f i c a n t phase advance (which can cause 
noise amplification and controller saturation). 

(3) Optimal feedforward control strategies can be treated 
within the framework of the LQP (49). 

(4) Time delays can also be handled with the LQP, although 
the discrete-time formulation (46) of the LQP i s better 
suited to the time delay problem (especially when there 
are only a few such elements i n the d i f f e r e n t i a l equa
tions). 

(5) The optimal f i l t e r i n g problem (the Kalman-Bucy f i l t e r ) 
can be solved independent of the optimal control for 
the LQP and provides a means for estimating unmeasured 
state variables which may be corrupted by process and 
instrument noise. 

(6) The major deficiencies of the LQP feedback control 
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technique l ie in on-line tuning (or de-tuning), sensi
t ivity calculations, noise effects and interpreting the 
frequency response, although Safonov and Athans (50) 
have obtained some results on the gain and phase margin 
characteristics of the LQP. These authors claim that 
the optimal controller is surprisingly robust, and they 
have derived conditions for the effects of model errors 
and nonlinearities on asymptotic stabil i ty. 

Recently there has been great interest in discrete-time 
optimal control based on a one-step ahead optimization criterion, 
also known as minimum variance control. A number of different 
approaches for minimum variance control has been developed in the 
last decade. MacGregor (51) and Palmor and Shinnar (52) have 
provided overviews of these minimum variance controller design 
techniques. 

A generalized linear discrete model (SISO) is 

y 

ζ Σ - i -d Σ θ . ζ 

i=o V . „ +1^ = 0 ^ . ( 1 3 ) 

1 - Σ δ . ζ 1 1 - Σ Φ ζ 1 

1=1 1 1=1 1 

Another form used in the literature is 

y t - G (B) u t + G n (B) a t (14) 

In equation (13) b and d represent the time delays in the system, 
(p, q) is the order of the noise model, (r, s) is the order of the 
deterministic model, and ζ and b are shift operators defined as 
z~iyt = Biyt = y t - i - The component et or a t represents uncor
rected white noise which is passed through a transfer function 
to describe the noise or disturbance model. u t is the input and 
y t is the output. Gp and Gn are discrete transfer functions. 
Both Astrom (53) and Box and Jenkins (54) have developed modeling 
approaches for equation (13), which involve obtaining maximum 
likelihood estimates of the parameters in the postulated model 
followed by diagnostic checking of the sum of the residuals. The 
Box and Jenkins method also develops a detailed model for the pro
cess disturbance. Both of the above references include deriva
tions of the minimum variance control. 

The minimum variance control for an SISO system finds the 
unrestricted minimum of the expected value of a quadratic objec
tive function: 

m i * Ε [y2 + À ( V d u t ) 2 ] (15) 
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Note that λ is a tuning parameter which can be selected to mini
mize controller saturation, represents a differencing oper
ator (d can be zero). In some cases λ = 0 is allowable i f the 
sampling time is large enough (spreading out the control effort). 

As shown in the above works, an optimal feedback/feedforward 
controller can be derived as an analytical function of the numer
ator and denominator polynomials of Gp(B) and G n(B). No itera
tion or integration is required to generate the feedback law, 
as a consequence of the one step ahead criterion. Shinnar and 
Palmor (52) have also clearly demonstrated how dead time com
pensation (discrete time Smith predictor) arises naturally out 
of the minimum variance controller. These minimum variance 
techniques can also be extended to multi-variable systems, as 
shown by MacGregor (51). 

Finally, i t should be noted that many existing digital con
troller design techniques (Kuo (55) ) yield an optimal or "perfect" 
control; in deadbeat or minimal prototype controller designs, the 
exact form of the response is pre-specified, rather than minimiz
ing the integral of the squared error. 

On-Line Optimization and Control 

As discussed in previous sections, the design of optimization 
and control schemes for systems described by linear differential 
equations with constant coefficients has evolved to a satisfac
tory level for reasonable size models. Many techniques are 
available, giving a control engineer much f lexibi l i ty in the 
choice of techniques. However, the chief fai l ing in this type 
of control/optimization structure is the assumption that the para
meters of the process remain constant. In most actual processes, 
the parameters are either poorly known (usually due to measure
ment and/or modeling deficiencies) or are time-varying in nature. 
One solution to this problem is to design a worst case controller; 
however, this solution is definitely inferior to an adaptive 
controller, where on-line state and parameter identification 
of the process is incorporated into the controller action. A 
"gain-adaptive" controller is presently commercially available, 
but this is only a f irst step towards more powerful adaptive 
control methods which could be implemented in industry. 

An adaptive controller normally w i l l incorporate the highly 
successful feedback structure. In the field of adaptive control, 
three general approaches have been developed (56): 

(1) design an "insensitive" or robust controller 
(2) adjust the controller parameters in response to output 

performance characteristics 
(3) measure on-line the plant parameters and adjust the con

trol law based on prior analysis 
The first two approaches appear to be the most suitable for 

chemical process applications; the robust controller is particu
larly attractive for microprocessor-based control. The second 
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4. EDGAR Advanced Control Strategies 103 

approach is usually superior to the third because parameter 
measurement delays can negate the adaptive control advantages. 

The development of an insensitive controller can of course 
be accomplished by repetitive simulations, but this by i tsel f 
is an inefficient and usually impractical approach. The design 
of such a controller using standard linear optimal control methods 
has not proven to be fruitful as yet, since inclusion of sensitiv
ity measures in the performance index does not yield to a closed 
form solution (57), (58). There is a need for improved methods 
which can realize desired sensitivity characteristics as well 
as high performance without resorting to extensive interactive 
calculations; Davison (59) has recently suggested one such 
approach. 

Many of the successful adaptive control applications have 
been based on feedback control, e.g., minimum variance control 
or the self-tuning regulator (60), (61), model reference adaptive 
control (57), and hyperstability methods (62). The minimum 
variance controller developed by Astrom has been extended for the 
purposes of adaptive control. This self-tuning regulator requires 
that the model parameters in equation (14) be estimated using a 
least squares method. These estimates are then used in the 
minimum variance control law. Astrom and Wittenmark (61) have 
shown that i f the parameter estimates converge, the regulator 
wi l l converge to the minimum variance regulator that could be 
obtained i f the order and the parameters of the system were known, 
although this proof is based on weak optimality conditions. 
Model reference adaptive control is based on a Lyapunov stability 
approach, while the hyperstability method uses Popov stability 
analysis. A l l of the above methods have been tested on experi
mental systems, both SISO and ΜΙΜΟ (53), (54), (55). The self-
tuning regulator is now available as a commercial software pack
age, although this method is not satisfactory for variable time 
delays, an important industrial problem. 

Other recent developments in the field of adaptive control 
of interest to the processing industries include the use of pat
tern recognition in l ieu of explicit models (Bristol (66)), para
meter estimation with closed-loop operating data (67), model 
algorithmic control (68), and dynamic matrix control (69). It is 
clear that discrete-time adaptive control (vs. continuous time 
systems) offers many exciting possibilities for new theoretical 
and practical contributions to system identification and control. 

Control with Limited Measurements 

One of the major questions in control system design is the 
selection of process measurements. An important deficiency of 
state variable control is that measurements or estimates of a l l 
state variables are required. Usually only a few of the states 
can be monitored instantaneously, because of sensor cost or time 
delays caused by the need for chemical analysis. Dist i l lat ion 
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columns with many components and large numbers of trays would 
create special dif f icult ies. The multivariable frequency domain 
methods require output information only; linear optimal control, 
on the other hand, does require complete state measurement or 
state estimates. Observer theory or f i l tering theory can be 
used to provide estimates of the unmeasured state variables from 
input/output data. These estimates can then be used with the 
computed optimal control law; the combination of the Kalman-Bucy 
f i l ter with the optimal feedback matric is optimal for the 
stochastic LQP. The f i l ter approach reduces the phase advance and 
reduces the system sensitivity to high frequency noise, but at 
the expense of extra on-line computation and system performance. 
An observer has the opposite effect, increasing phase advance 
of the system even more. 

An approach called inferential control has been developed 
by Brosilow and coworkers (70), (71) to address the measurement 
limitation problem, especially when unmeasured disturbances are 
present. These disturbances, when persistent, are problematic 
for the Kalman f i l ter approach. Weber and Brosilow (70), in 
their research with dist i l la t ion columns, have developed a static 
estimator which predicts the product quality based on readily 
available measurements; measurements can be selected so that 
the estimator is relatively insensitive to modeling errors and 
measurement noise. Their approach also avoids the need for 
observers or dynamic state estimators. This inferential control 
approach has an extra advantage in that composition measurement 
loop and sampling delays can be eliminated. The net result is 
a tremendous reduction in number of state variables and measure
ments (although not necessarily yielding a single input-single 
output coupling). The number of measurements is selected so 
the control system is insensitive to modeling errors. The 
control system uses the inferred measurements to adjust the 
control effort and counteract the unmeasurable disturbances. A 
dynamic compensation scheme for the static estimator/controller 
based on simple lead-lag elements has been developed by 
Brosilow and Tong (71). 

A related idea in process control which has received much 
interest recently is the analysis of interactions among states, 
outputs, and controls. The analytical technique used in many 
commercial applications is the relative gain array (Bristol, 
(72)). Rather than being explicitly based on system dynamics, i t 
yields a measure of the steady state gain between a given input/ 
output pairing. By using the most sensitive SISO connections, 
control magnitudes can be minimized. The relative gain array 
can be obtained analytically, computationally, or experimentally, 
and the basis for computing the relative gain matrix, of dimen
sion mxm (m = number of outputs and the number of controls) is 
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4. EDGAR Advanced Control Strategies 105 

is a measure of the sensitivity of output i to controller j ; 
i t is computed by varying the jth controller output while holding 
a l l other controller outputs constant. Interaction is quanti
tatively measured by 

v±i
 = £. (4V1 <17> 

As shown by Bristol (72) for controllers with heavy reset action, 
this measure has very interesting properties. Input/output pairs 
are selected for those y^j approaching 1. A negative element in 
Pij indicates instability or non-minimum phase behavior, so a 
glimpse of the dynamics can be obtained from Bristol 1 s method. 

McAvoy (73) has explored the use of this index and a dynamic 
version of the index to analyze two-point composition control in 
dist i l la t ion columns. Input-output pairing using equation (16) 
can often lead to poor control, while the opposite pairings can 
actually yield better results. This is especially true for 
time delay and non-minimum phase processes. Tung and Edgar (74) 
have developed a comprehensive theory of control-output dynamic 
interactions for linear systems which includes the steady state 
relative gain index as a special case. They have applied this 
dynamic interaction index to analysis of a dist i l lat ion column 
and a fluid catalytic cracker. Gagnepain and Seborg (75) have 
also proposed an interaction measure based on open loop step 
responses and have provided some interesting comparisons with 
McAvoy's results. The subject of the interaction index 
employed as a process design tool is also addressed in the 
following section. 

Integration of System Design and Control Considerations 

In the practice of engineering the synthesis of control 
systems is normally performed after the system design, i . e . , after 
selection of steady state parameters is completed. Thus a system 
which may appear attractive based on steady state analysis may 
have very undesirable dynamic properties, making successful 
control system design a difficult task. When energy costs were 
low, the decoupling of the design and control steps usually did 
not lead to uncontrollable systems; however, with increasing 
fuel prices energy integration has been introduced to greater 
degrees in order to reduce energy requirements, and the design 
and control steps have become more strongly related. 

(16) 
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The problem of satisfying both steady state and dynamic ob
jectives transcends the problem of control of individual process
es. Design procedures for single pieces of equipment are well-
established, although for reasonably complicated processes (such 
as reactors and d i s t i l l a t i o n columns), there are s t i l l some ques
tions to be resolved. The more challenging research problems f a l l 
under the heading of plant control, where several units are inte
grated, for example, to conserve energy. Simple decomposition 
of the o v e r a l l process into discrete blocks i s usually very 
d i f f i c u l t . 

In heat recovery applications there can be a large number 
of feasible plant configurations. After the configuration i s 
optimized based on steady state considerations (which may not 
be an easy problem) , the evaluation of the effectiveness of 
various control schemes can be performed. The dynamic plant 
operation must be evaluated i n terms of economics, regulation, 
r e l i a b i l i t y , and safety over a broad range of operating regimes. 

On the other hand, the control evaluation could be performed 
in tandem with the design study, thus ruling out candidate design 
configurations rather early because of control d i f f i c u l t i e s . It 
would be advantageous to have quick and uncomplicated screening 
methods to evaluate potential control structures i n the design 
phase; alternatively, the control structure optimization could be 
incorporated as part of the steady state design optimization. 
This would avoid the necessity of actual controller synthesis, 
which i s obviously unattractive and could be quite time-consuming. 
One approach for control evaluation discussed e a r l i e r i s the r e l 
ative gain array (72), (74). No actual synthesis of the control
le r i s required i n these algorithms. The development of such 
screening tools i s s t i l l i n i t s infancy but appears to be quite 
promising for concurrent design/control evaluation. Such tech
niques, i f simple to use, would be immediately acceptable for use 
by major engineering firms and the process industries. 

The overall plant control concept and incorporation of more 
detailed control design with plant design requires the selection 
of the following elements: 

(1) control objectives 
(2) output variables 
(3) measurements 
(4) manipulated variables 
(5) control structure 

There are a number of available techniques for evaluating the con
t r o l system, which can be c l a s s i f i e d as follows: 

(1) analysis of control constraints (rather than dynamics) 
(76) 

(2) generating alternative control structures for each unit 
and minimizing c o n f l i c t s among the various structures, 
using a multilevel a n a l y t i c a l approach (77) 

(3) s a t i s f y i n g product quality and controlling the material 
balance as primary objectives (steady state control), 
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followed by dynamic analysis (78), (79) 
(4) aggregation of units that have common functional goals 

i n terms of control and economics (80) 
While these techniques have been applied to energy-related pro
cesses such as heat-integrated d i s t i l l a t i o n columns and f l u i d 
c a t a l y t i c cracking reactors, there i s s t i l l extensive research 
required before the concept of plant design/control i s reduced 
to practice. 

The operation of energy-integrated plants w i l l make i t nec
essary to design control systems which are decentralized but 
which also respond to overall plant objectives. Existing modern 
control theory i s r e a l l y not adequate for these large scale 
problems, since there may be over 50 state variables. These 
systems are often made up of interconnected and often similar 
elements and must be controlled by an hierarchy of computers -
micro, mini, and macro. The questions of system structure, rep
resentation, and modeling and control, measurement, and optimiza
tion strategies are f e r t i l e ones. A recent issue of the IEEE 
Transactions on Automatic Control ( A p r i l , 1978) was devoted en
t i r e l y to this subject. There have been only a few applications 
of multi-level or distributed control reported i n the l i t e r a t u r e 
(81), (82), (83), but during the next decade this area promises 
to be one of great a c t i v i t y . 
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5 
Computation of Phase and Chemical Equilibrium: 

A Review 

WARREN D. SEIDER, RAJEEV GAUTAM1, and CHARLES W. WHITE, III 

Department of Chemical and Biochemical Engineering, University of Pennsylvania, 
Philadelphia, PA 19104 

Figure 1 i l l u s t r a t e s the physical situation i n which a mix
ture of chemicals i s allowed to reach equilibrium. The number of 
phases, P, and th e i r compositions are unknown at equilibrium. 

Usually the state of the feed and temperature and pressure 
of the products are known, and the Gibbs free energy i s minimized 

S C P 
G = Σ G?n° + Σ Σ G.0n (1) 

j - 1 3 3 j-S+1 *=i 3 % 

subject to mass balance constraints, where C i s the number of 
chemical species, Ρ i s the number of mixed phases (vapor, l i q u i d , 
s o l i d ) , S i s the number of condensed species (which appear i n only 
one pure phase, are normally s o l i d , and do not distribute amongst 
other phases), nj i s the number of moles of compound j i n phase 
H, G-£ i s the chemical potential of compound j i n phase I, given 
by 

G,. = G ° e + RT In - i 

and often, fj£ = y j j p f o r vapor and = X j Y j f j for l i q u i d 
phases. 

When the number of independent chemical reactions equals 
C - p, where p i s the rank of the atom matrix (m-j) , Gibbs free 
energy i s minimized subject to atom balance constraints: 

1 Current address: Union Carbide Corporation, South Charleston, 
West V i r g i n i a 

0-8412-0549-3/80/47-124-115$05.00/0 
© 1980 American Chemical Society 
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PHASE 1 

F ' z f 
L P L P 

Q 

' PHASE 2 

P H A S E Ρ 

Figure 1. Physical situation. Mixture reaches equilibrium at Τ and P. The num
ber of phases, P, and their compositions are unknown. 
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5. SEIDER ET AL. Phase and Chemical Equilibrium 117 

S C P 
b. = Σ m. n ? + Σ Σ m.,n.„ k=l,...,E (2) 

k j=l * 3 j = S + l Λ-1 * 3* 

where b k i s the number of gram-atoms of element k, mj i s the 
number of atoms of element k i n compound j , and Ε i s the number 
of elements. 

After computing product compositions, the energy balance 
gives heat duty. 

Other specifications for the product, such as pressure and 
heat duty (e.g., adiabatic processes) or pressure and entropy 
(e.g., isentropic processes) also involve finding the extremum of 
a thermodynamic function. Given pressure and heat duty, the 
entropy i s maximized 

S C P ] 
Σ G°n C + Σ Σ G n j (3) 

j=l 3 D j = s + 1 £ = 1 J* DM 

subject to mass balance constraints and the energy balance 

S Ρ 
Q + Η = Σ h%C + Σ h η (4) 

F j=i £=i 36 36 

Alternatively, Gibbs free energy (1) i s minimized subject to 
these constraints. Given pressure and entropy, the enthalpy i s 
minimized 

S C P 
Η = Σ G°n C + Σ Σ G.ftn.. (5) 

j - i 3 3 j-s+i £=i 3 1 3 1 

subject to mass balance constraints and the entropy balance, 
which for isentropic systems i s 

S Ρ 
S = Σ s C n C + Σ s η (6) 

F j = 1 ] ] A s l A A 

This i s equivalent to minimizing Gibbs free energy. Less common 
specifications such as temperature and heat duty or temperature 
and entropy are treated s i m i l a r l y . 

Solution of the optimization problem requires algorithms that 
locate the phase d i s t r i b u t i o n corresponding to the global optimum. 
C a s t i l l o and Grossmann (1) term t h i s a mixed-integer programming 
problem and suggest a tree to enumerate the possible combinations 
of phases at equilibrium. 

Some computational problems are s p e c i f i c to chemical e q u i l i b -
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118 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

rium, while others are s p e c i f i c to phase equilibrium. Hence, we 
consider techniques for chemical equilibrium i n a single phase 
and for phase equilibrium without reaction p r i o r to those for 
chemical and phase equilibrium. 

Before proceeding, two reviews are worthy of mention. 
Zeleznik and Gordon (2) and VanZeggeren and Storey {3) concen
trate on thermodynamic fundamentals and numerical methods. Their 
conclusions should be reassessed i n view of recent developments 
i n numerical algorithms. 

Chemical Equilibrium 

U n t i l the early 1940 ,s, with temperature and pressure given, 
compositions i n chemical equilibrium were computed manually by 
solving a set of nonlinear equations: 

C 
Σ v..G. = 0 i=l,...,R (7) 

j = l D 

subject to the atom balances i n Equation (2). Equation (7) was 
written for each of R independent reactions and was obtained by 
di f f e r e n t i a t i n g Equation (1): 

d G . 
T 7 - = 0 1=1,...,R 

where i s the extent of reaction i and: 

R 
n. = n? + Σ v..ξ. j=l,...,C (8) 

J 3 i = 1 13 

nj i s the moles of compound j i n the feed mixture and v j are the 
stoichiometric c o e f f i c i e n t s of compound j i n reaction i given by 
the atom balances M Tv T = 0. 

Brinkley ( 4 p o s t u l a t e d c species at equilibrium, p species, 
referred to as "components," were selected to have l i n e a r l y i n 
dependent formula vectors, where p i s the rank of the atom matrix, 
(mj k), and Yj i s the formula vector for the j t h species, [mj l f 

mj2,...mj E]. Given the choice of components, the stoichiometric 
c o e f f i c i e n t s for an independent set of chemical reactions are 
computed: 

Ρ 
Σ V..Y. = Y. i=p+l,...,C (9) 

j=l 1 3 3 1 

where the number of independent reactions, R = C - p, and the 
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5. SEiDER ET AL. Phase and Chemical Equilibrium 119 

species on the right-hand-side are referred to as "derived 
species." Compositions at equilibrium are calculated using Equa
tion (7) and conservation of mass for each component 

Ρ 
G. - Σ v..G. = 0 i=p+l,...,C (10) 

1 j=l 3 0 1 

C 
η. + Σ ν..n. = q. j=l, ,p (11) 

3 i-p+l 1 3 

where the feed mixture i s distributed amongst components, j = 1,...,P, and qj = n . Kandiner and Brinkley (6) assumed values for 
the derived species, n£, and solved Equation (11) for the moles 
of components, ηj. Equations (10) were solved for n and con
vergence c r i t e r i a checked. For convergence, components need be 
selected as those species present i n the highest concentration at 
equilibrium. When thi s i s not the case, Equation (11) frequently 
gives negative values for ηj. 

Browne, et a l . (Ί) suggested the "optimum component" proce
dure i n which components are selected as those species expected 
to be in the highest concentration at equilibrium. Cruise (8) 
altered the components during i t e r a t i v e calculation to r e f l e c t 
changes i n composition. 

Cruise (8) solved Equations (10) and (11) by adjusting extents 
of reaction. To prevent divergence, Smith and Missen (9) also 
improved i n i t i a l estimates by using a linear programming procedure 
which neglects the logarithmic terms i n Equation (1). 

Because of these problems, most recent methods avoid the 
d i s t i n c t i o n between components and derived species and take the 
moles of a l l species as i t e r a t i o n variables. 

Naphtali (10) solved Equations (7) by obtaining corrections 
to extents of reaction from: 

άζ. = -AG.dX i=l,...,R (12) ι ι 

where dX i s the step-size and 

C 
AG. = Σ V..G. 

1 j=l 1 D 3 

He showed that positive dX give d£ that reduce Gibbs free energy. 
This method i s analogous to that of steepest descent, a f i r s t -
order method for minimization of Gibbs free energy. Ma and Ship-
man (11) used Naphtali 1s method to estimate compositions at equi
librium and the Newton-Raphson method to achieve convergence. 

Several nonlinear programming methods have been applied to 
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minimize Gibbs free energy. But these are normally formulated to 
determine compositions i n chemical and phase equilibrium and are 
presented i n the section "Chemical and Phase Equilibrium." 

Heidemann (12) observes that "the chemical reaction e q u i l i b 
rium problem i n a homogeneous phase i s known to have an unique 
solution except when the thermodynamic model of the phase can 
exhibit d i f f u s i o n a l i n s t a b i l i t y . " Hence, for chemical equilibrium 
i n a single phase, l o c a l minima in Gibbs free energy do not occur 
and the search i s simplified. 

Phase Equilibrium 

Algorithms for computation of compositions i n vapor and 
l i q u i d phases at equilibrium usually solve the nonlinear algebraic 
equations 

G. = G. j=l,...,C (13) 
3 V 3-

in the form 

y. = k.{T,p,x,y}x. j=l,...,C (14) 

together with mass balances and the energy balance. Equations (13) 
are obtained by d i f f e r e n t i a t i n g Equation (1) for S = 0 and £ = 2 
with dnj V= -dnjL. 

With temperature and pressure given, the flash equation: 

C ζ. (1 - k.) 
Σ -, 3

 / Ί
 1 τ τ - = 0 (15) 

. . 1 + o(k. - 1) 
3=1 3 

can be solved for α (moles of vapor/moles of feed) using simple 
root-finding procedures. 

For non-ideal solutions kj i s a function of l i q u i d composi
tion and a. Hence, Equation (15) must be solved i t e r a t i v e l y with 
material balance equations and computation times increase. 

Boston and B r i t t (13) present an algorithm, given the state 
of the feed and six p r a c t i c a l sets of specifications shown i n 
Figure 2. They define v o l a t i l i t y parameters 

u. = I n - 1 j=l,...,C (16) 
3 K b 

where k i s the "reference equilibrium r a t i o " defined by: 

C 
In k = Σ w. In k. (17) 

b j=l 3 3 
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I 
II 
III 
IV 
V 
VI 

Specified 

α, P 
ο,τ 
Q,V 

ν, τ 
V, Ρ 

Τ , Ρ 

Calculated 

τ,ν 
y, Ρ 
L P 
P,Q 
Tj Q 

ν, ο 

Figure 2. Specification by Boston and Britt (13) for vapor-liquid equilibrium 
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Wj are weighting functions computed as a function of V/L, y, and 
k, as described i n their paper. Furthermore, a second re l a t i o n 
for the reference equilibrium r a t i o i s defined as: 

in - A + B<i - (18) 

A and Β are parameters and T* i s a reference temperature, u, A, 
and Β are calculated using accurate models for k at guesses for 
x, y, T, and Ρ (when Ρ i s unknown, Eqn. (18) includes the term, 
Bp ln(P/P*)). Then, the material and energy balance and e q u i l i b 
rium (MESH) equations are rewritten using u and k and solved for 
new values of x, y, V, L, T, and Ρ holding u, A, and Β constant. 
Given these new values, u, A, and Β are recalculated using accu
rate models for k. u, A, and B, along with similar parameters 
for enthalpy, are taken as i t e r a t i o n variables because they have 
weak dependence on x, y, and T, and each other. Broyden's method, 
beginning with 1 as the approximation to the Jacobian matrix, 
adjusts these parameters to convergence i n few i t e r a t i o n s . Fur
thermore, the MESH equations, i n terms of u and k b, are solved 
for the i t e r a t i o n variable 

V 
R = 2—— (19) 

V + V 

R i s p r i n c i p a l l y a function of temperature and composition ( i . e . , 
kb) for wide-boiling systems and V/L for narrow-boiling systems. 
Hence, few iterations are needed to achieve convergence for wide-
and narrow-boiling systems. The FORTRAN program XFLASH (14) im
plements t h i s algorithm. 

For highly non-ideal solutions, involving two or less l i q u i d 
phases, Henley and Rosen (15) developed an algorithm that attempts 
to solve for compositions at equilibrium among a vapor and two 
l i q u i d phases using k-values. When a solution cannot be obtained 
attempts are made to determine compositions at equilibrium between 
two l i q u i d or vapor and l i q u i d phases. Boston and Fournier (16) 
f i r s t solve for compositions at equilibrium assuming a vapor and 
one l i q u i d phase using the algorithm by Boston and B r i t t (13). 
They s p l i t the l i q u i d phase into two l i q u i d phases using an approx
imate solution model, followed by rigorous solution, using k-
values, for compositions of a vapor and two l i q u i d phases at equi
librium. The FORTRAN program YFLASH (14) implements th i s algo
rithm. 

Nonlinear programming methods have been applied to minimize 
Gibbs free energy with mass balances: 

Ρ 
η. = Σ n. 0 

3 £=1 3 * 
j=i,...,c 
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5. SEIDER E T A L . Phase and Chemical Equilibrium 123 

These are described i n the next section. Note that when atom 
balances are used, Dluzniewski and Adler (17) show that " f i c t i 
tious elements" prevent reaction. Consider a reactor that pro
duces ethylbenzene by reaction of benzene and ethylchloride i n 
the presence of A I C I 3 catalyst. For calculation of phase e q u i l i b 
rium, downstream of the reactor, f i c t i t i o u s element A replaces a 
hydrogen atom i n benzene (C H A ) and the moles of each species 
remain unchanged. 

Chemical and Phase Equilibrium 

Sanderson and Chien (18) solve Equations (7), (8), and (13) 
to determine compositions of vapor and l i q u i d phases i n chemical 
and phase equilibrium given temperature and pressure. A set of 
independent chemical reactions i s selected with guesses for extent 
of reaction. Solution of Equation (13) leads to compositions i n 
phase equilibrium, but applies only for a vapor and l i q u i d i n 
equilibrium. Residuals of Equations (7) and (8) are computed and 
extents of reaction, ξ , and moles of species j , n!j, are adjusted 
using Marquardt's method (15). 

White (19) prepared the FORTRAN program EQUILK using the 
Sanderson and Chien algorithm and XFLASH program. It permits any 
combination of specifications i n Figure 2. 

It should be possible to solve Equations (4), (7), (8), and 
(15) simultaneously using an algorithm l i k e that of Boston and 
B r i t t (13). But, we are unaware of such an algorithm. 

In 1958, White, Johnson, and Dantzig (20), working at RAND 
Corporation, computed compositions at equilibrium using Newton's 
method to minimize the Gibbs free energy of an ideal gas mixture 
with temperature and pressure given. Their algorithm was extended 
to include pure s o l i d phases by Boynton (21) , Oliver, et a l . (22), 
Balzhiser, et a l . (23), one or more mixed l i q u i d or s o l i d phases 
by Dluzniewski and Adler (17) , and e l e c t r o l y t i c phases containing 
ionic species by Gautam and Seider (24). 

A quadratic Taylor Series i s used to approximate the Gibbs 
free energy as a function of composition (Equation (1)). Then, an 
unconstrained objective function, using Lagrange multipliers and 
mass balance constraints, i s minimized to give improved composi
tions. 

When s o l i d phases are incorrectly postulated to occur at 
equilibrium, values of n become negative. Oliver, et a l . (22) 
recommend that such species be removed and the algorithm restarted. 
They showed that the c r i t e r i a for introducing a s o l i d species i s : 

Σ ïï,m., 
k - i k 3 k 

Ε 
< 0 j < S (20) 

where the Lagrange mu l t i p l i e r s , π , are computed at equilibrium 
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124 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

without the s o l i d species. Such a check should be made, especially 
after a s o l i d species has been removed. 

When a mixed phase I i s postulated that does not exist at 
equilibrium, the RAND Method decreases i t s concentrations to zero. 
This causes the row and column associated with extraneous phase I 
i n the co e f f i c i e n t matrix to approach zero and si n g u l a r i t i e s to 
develop. Hence, i t i s necessary to remove these rows and columns 
from the matrix during matrix inversion when the maximum pivot 
element i s less than an a r b i t r a r i l y small value. This can occur 
with poor guesses for composition and lead to a "constrained" 
minimum i n Gibbs free energy. Figure 3 i s an attempt to show thi s 
phenomenumin three dimensions. Gibbs free energy i s plotted as a 
function of the moles of component 1 in phases L± and L 2 . If 
approaches zero and i s removed from the search space, the search 
for minimum Gibbs free energy i s constrained to the boundary, 
along the curve RST and a constrained minimum at Τ i s found. 

To avoid constrained minima, Gautam and Seider (25, 26) 
introduce an algorithm to s p l i t unstable phases between iterations 
of an optimization method and test the algorithm with the RAND 
Method. If the Gibbs free energy i s reduced, composition variables 
for two new phases replace composition variables for the parent 
phase, and the minimization algorithm i s continued. A FORTRAN 
program GIBBS (1£) was created for t h i s purpose. 

Gordon and McBride (21) , working at the NASA Lewis Research 
Center, developed an algorithm similar to the RAND Method. They 
minimized : 

E S C 
F{n} = G{n} + RT Σ π. (b Σ m. n? - Σ m., η.) (21) 

k=i k k j - i 3 k 3 j-s+i D k 3 

by setting a p { } 

= = = 0 (22) 
9n C 9n. 3 π. 3 3 k 

The resulting C + Ε equations are nonlinear i n unknowns ηj, ηj, and 
7rk; but In nj are i t e r a t i o n variables since n-j occur i n logarithmic 
terms. These equations are linearized using f i r s t - o r d e r Taylor 
Series (Newton-Raphson method), i n the variables Δ η α , Δ (In nj) , and 
π., and with η = nj are reduced to S + 1 + Ε linear equations i n 
unknowns Δ Ν9, Δ(In Ν ) , and π . When extended to include P mixed 
phases, we nave shown that they are nearly i d e n t i c a l to the equa
tions of the RAND Method and have the same c o e f f i c i e n t matrix. 

George, et a l . (28) eliminate constraints, nj > 0, by i n t r o 
ducing an allocation function 

A{u.} = —νΠ~ ( 2 3 ) 

3 1 + e 
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SEIDER ET AL. Phase and Chemical Equilibrium 

Figure 3. Hypothetical surface of Gibbs free energy shows Gfn, 1 ", nf*}. Addi
tional axes cannot be shown for n}

Ll and n/j- in multicomponent mixtures. 
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where -» < U J < <» and 0 < A { U J } < 1. For two phases i n equi l i b 
rium, without reaction, 

j=l,...,C (24) 
η. Ί = AÎu.}n 

J l 3 3 

n. 0 = (1 - A{u.})n* D2 3 3 
and for three phases, without reaction, 

η.. = A{u. }n*T 
J l 3 3 

n. 0 = (1 - A { U . } )A { U . > n* (25) 3* 3 3+{~ 3 

n j 3 = (1 - A i u . H d - A{u j + C>)n 

j=i,...,c 
t Ρ 

where η . = Σ η. „ = η.. In calculations to minimize G, u. replace 
3 l = 1 3* 3 3 

nj£ as i t e r a t i o n variables; there are (P - 1)C elements i n u. 
For systems with reaction, George, et a l . (28), l i k e Brinkley 

(£) , select p "components" and C - p "derived species." For the 
derived species, C - p additional elements, u j , are defined such 
that 

n j = A i u
j + ( P - i ) c } n j j = p + 1 c ( 2 6 ) 

and 

η. = ; r" 

L b k J 

] m , v max 
k =l,...,Ε 

where n j m a x i s the maximum amount of species j at equilibrium. 
These elements, u j , are also adjusted to minimize G. As recog
nized by Kandiner and Brinkley (6), care must be taken to select 
"components" from amongst those species present i n highest con
centration at equilibrium. Otherwise, during calculations to 
minimize G, large values of n for the derived species (j = p+1,...,C) can give negative values of n for trace components when 
solving Equations (11). 
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5. SEIDER E T A L . Phase and Chemical Equilibrium 127 

George, et a l . (28) implemented Powell's method (29), a 
quasi-Newton method, that uses approximations to the Hessian matrix 
and i t s inverse, H{u} and Hiu}" 1 , to calculate new compositions. 
A FORTRAN program i s available from the authors. For each system, 
U J are assigned for species i n phases expected at equilibrium. As 
Uj become small for a l l species in a phase, variables are retained 
and new values computed using Powell's method. 

Gautam and Seider (25) implemented the quadratic programming 
algorithm of Wolfe (3(3, 31) because compositions s a t i s f y inequal
i t y constraints (n > 0) without transformations. Moles of s o l i d 
species approach zero, rather than large negative values, when 
s o l i d species are removed during minimization calculations. Hence, 
thei r variables can be retained during subsequent calculations. 
Similarly, for solution phases, when the moles of a l l species ap
proach zero, variables may be retained. Gautam and Seider e l i m i 
nate these variables to avoid unnecessary operations, introducing 
the p o s s i b i l i t y of obtaining constrained minima i n Gibbs free 
energy, which they prevent with a phase-splitting algorithm. For 
7 systems, beginning with correct phase distributions and the same 
guessed compositions, they found quadratic programming and the 
RAND Method to have comparable speeds, whereas the implementation 
of Powell's method by George, et a l . (28) was 2-8 times slower. 

Another technique for handling the mass balances was i n t r o 
duced by C a s t i l l o and Grossmann (1). Rather than convert the ob
jective function into an unconstrained form, they implemented the 
Variable Metric Projection method of Sargent and Murtagh (32) to 
minimize Gibbs's free energy. This i s a quasi-Newton method which 
uses a rank-one update to the approximation of H " 1 , with the search 
direction "projected" onto the intersection of hyperplanes defined 
by linear mass balances. 

Since 3G/3nj£ approaches - 0 0 as nj£ approaches zero, the term 
In f j£/f*?£ i s approximated with a quadratic function that remains 
f i n i t e when fj£/f°£ < ε. Like quadratic programming, i t i s not 
necessary to remove variables when the moles of a phase approach 
zero. Unlike Gautam and Seider (25, 26), C a s t i l l o and Grossmann 
do not eliminate these variables. For the system ethanol, acetic 
acid, ethyl acetate, and water, at 358.2°K and 1.013 bar (28), 
C a s t i l l o and Grossmann report 17 sec of UNIVAC 1106 CPU time to 
compute compositions of a vapor phase at equilibrium. When only 
the vapor phase was assumed at equilibrium, only 1 sec was used. 
Gautam and Seider assumed a l l l i q u i d , s p l i t the l i q u i d into vapor 
and l i q u i d phases, and removed the l i q u i d phase i n 2.14 sec of 
UNIVAC 90/70 CPU time. They did not perform calculations assuming 
a vapor phase. As the 90/70 i s judged to be 20-50 percent slower, 
for t h i s case the method of C a s t i l l o and Grossmann i s approximately 
an order of magnitude slower. Additional cases should be run, 
preferably using the same computer and examining computation times 
for minimization and phase-splitting before conclusions are 
reached. 

For mixtures containing isomers, the number of independent 
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chemical reactions R often i s not given by C - p, where p i s the 
rank of the atom matrix. Whitwell and Dartt (33) describe methods 
for determining R and mass balance constraints for minimization of 
Gibbs free energy. 

Given specifications other than temperature and pressure, i n 
p r i n c i p l e , nonlinear programming algorithms can optimize the appro
priate thermodynamic function. When Η and Ρ are specified, entropy 
i s maximized. But with compositions as i t e r a t i o n variables, the 
rela t i o n S = £{H,P,n} i s needed. Similarly, given S and P, enthalpy 
i s minimized; but with compositions as i t e r a t i o n variables, H = 
H{5,P,n} i s needed. Since these relations are usually not a v a i l 
able, entropy can be maximized using Equation (3) and enthalpy 
minimized using Equation (5), with temperature and compositions as 
i t e r a t i o n variables. 

In one approach, Τ i s assumed and Gibbs free energy minimized 
to give compositions. Then Τ i s adjusted to s a t i s f y the s p e c i f i c a 
tion; e.g., Η or 5. Naphtali (10) suggests t h i s procedure, but 
does not present an algorithm for adjusting T. 

Alternatively a l l i t e r a t i o n variables are adjusted simulta
neously, as demonstrated by Gordon and McBride (27) i n the NASA 
method. They add the sp e c i f i c a t i o n equation (e.g., (4) or (6)) to 
the equations that give minimum Gibbs free energy (22). Linear
iza t i o n leads to S + 2 + Ε equations i n the unknowns Δ Ν , Δ(In Ν ) , 
π , and Δ(In T). A formulation to permit multiple mixed phases i s 
presented by Zeleznik and Gordon (2). 

Restricted Chemical Equilibrium 

For some mixtures, experimental measurements show that fewer 
than C - p reactions describe the mixtures at equilibrium. This 
occurs when some of C - p reactions do not occur due to the forma
tion and depletion of free radicals i n the reaction mechanism (34, 
35) or because "certain reaction paths are not available for chem
i c a l change (36)." The l a t t e r occurs for certain reactions, i n 
the absence of catalyst, that are too slow to occur. 

For these systems, mass balances must account for these re
s t r i c t i o n s and replace the atom balances (2) as constraints for 
minimization of Gibbs free energy. These mass balances are given 
by Schott (37): 

S C P 
q'. = Σ m ' n C + Σ ΣπΓ..,η.„ j'=1,2 ,... ,p' (27) 

3 j=l D j = s + 1 £ = 1 3D' 

where p 1 = C - R and R i s the number of reactions observed experi
mentally. Schott solves for unknown coefficients in the M1 matrix, 
where 

M'y* = 0 (28) 
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5. SEIDER ET AL. Phase and Chemical Equilibrium 129 

M.1 i s a C x p 1 matrix given by [ l | x J T and X i s a submatrix of un
known co e f f i c i e n t s . Bjornbom (34)~shows that extents of R inde
pendent reactions must vary independently. 

In many systems, slow reactions occur to an appreciable 
extent i n the presence of fast, reversible reactions. Given ex
tents of reaction measured experimentally, or computed by integra
tion of a kin e t i c model, i t i s desired to compute compositions of 
a system. This has been accomplished using EQUILK (19) given 
specifications for extents or temperature approaches for less than 
R reactions, or the moles of some species i n the product. The 
RAND Method has been extended to permit these specifications, as 
well (38). In p r i n c i p l e , these specifications are e a s i l y added to 
the mass balances for any nonlinear programming algorithm. 

Conclusions 

For calculation of compositions i n chemical equilibrium, we 
do not recommend the use of derived species as i t e r a t i o n variables, 
as recommended by Brinkley (4,5) , because solution of the mass 
balances can lead to negative moles of components. This problem 
does not arise when the moles of a l l species are taken as i t e r a 
tion variables. 

For calculation of compositions i n vapor and l i q u i d phases at 
equilibrium without reaction, when solving nonlinear algebraic 
equations involving K-values, we recommend the use of v o l a t i l i t y 
and enthalpy parameters, as defined by Boston and B r i t t (13). 
This method handles narrow-boiling, wide-boiling, and highly non-
ideal systems e f f i c i e n t l y . 

When the phase d i s t r i b u t i o n i s uncertain at equilibrium, we 
recommend the minimization of Gibbs free energy using algorithms 
for nonlinear programming and phase-splitting (25,26). A single 
phase i s assumed at equilibrium and new phases are added along 
the trajectory i n search of the minimum Gibbs free energy. A 
less e f f i c i e n t procedure involves determining compositions of a 
vapor and single l i q u i d phase only at minimum Gibbs free energy, 
followed by phase-splitting to give guesses for an algorithm to 
determine compositions of vapor and two l i q u i d phases at e q u i l i b 
rium (16). 

It i s also possible to guess compositions for the most phases 
expected at equilibrium and to use a nonlinear programming algo
rithm, such as a gradient projection method, to minimize Gibbs 
free energy. When the moles of species i n a phase approach zero, 
the zeroes can be retained, as i n the work of C a s t i l l o and 
Grossmann (1). But our results suggest that i t i s more e f f i c i e n t 
to eliminate these variables and to use algorithms for phase-
s p l i t t i n g to avoid constrained minima i n Gibbs free onergy. In 
future work, a more complete comparison should be undertaken. 
Furthermore, the gradient projection methods with zeroes e l i m i 
nated and algorithms for phase-splitting should be tested. 

Given accurate methods for computing the chemical potential 
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130 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

of species i n the phases i n which they occur, calculation of com
positions at phase and chemical equilibrium can be accomplished 
r e l i a b l y . 

In nonlinear programming algorithms that evaluate derivatives, 
such as Newton's method, quadratic programming, and gradient pro
jection methods, properties that depend on composition ( a c t i v i t y 
and fugacity coefficients) are evaluated at the guesses for com
position. Hence, simple an a l y t i c a l expressions give p a r t i a l molal 
Gibbs free energies. These derivatives give good search directions, 
even for highly nonideal systems. 

One unresolved question concerns whether i t i s possible to 
use v o l a t i l i t y parameters as i t e r a t i o n variables i n a nonlinear 
programming algorithm, with an approach similar to that introduced 
by Boston and B r i t t (L3) for solution of nonlinear algebraic 
equations involving K-values. Our conclusion i s that v o l a t i l i t y 
parameters apply where K-values are used, and would be awkward 
to use i n minimization of Gibbs free energy. 

Nomenclature 

A Allocation function; Parameter of Eqn. (18) 
Β Parameter of Eqn. (18) 
b Gram atoms of element k 
C Number of chemical species 
Ε Number of elements 

Fugacity of pure compound j i n phase I at Τ and Ρ of system 

f . p Mixture fugacity of compound j i n phase il at Τ and Ρ of 
system 
Fugacity of compound j i n standard state for phase I 

G 
F Unconstrained objective function (see Eqn. (21)) 

Gibbs free energy 
Free energy of formation of species j i n standard state 
for phase I 
P a r t i a l molal free energy of compound j i n phase I (chemi
ca l potential) 

h 
H Enthalpy 

Specific enthalpy 
H 

H r i 
Approximation to Hessian matrix 
Approximation to inverse of Hessian matrix 

I Identity matrix 
Reference equilibrium constant 
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5. SEIDER E T A L . Phase and Chemical Equilibrium 131 

k. Vapor-liquid equilibrium constant for compound j 
L Flow rate of l i q u i d product 
mk Number of atoms of element k i n compound j 

M Atom matrix-elements are m., 
jk 

M' Mass balance matrix 
n.£ Moles of compound j i n phase I 
c 

n Moles of condensed species j 
ο 

n. Moles of compound j i n feed mixture 
t 

n Moles of compound j at equilibrium 
η. Maximum moles of species j at equilibrium 
"'max 

η Guess vector for moles of compound j i n phase I 
Ρ Number of mixed phases (vapor, l i q u i d , or s o l i d ) ; Pressure 
q. Equals n , where feed mixture i s distributed amongst p 

"components" 
q! Equals n°, where feed mixture i s distributed amongst p* 

3 "components" 
R Number of independent reactions; Universal gas constant; 

Defined i n Eqn. (14) 
S Number of condensed species - appear i n only one pure 

phase - normally s o l i d - do not distribute among other 
phases 

S Entropy 
s Specific entropy 
Τ Absolute temperature 
u Transformed variables; V o l a t i l i t y parameters 
V Flow rate of vapor product 
w Weighting factors 

x.£ Mole fraction of species j i n phase Ζ 

X Submatrix of M1 

y. Mole fraction of species j i n vapor phase I 
3 & 

Y. Formula vector for compound j [m. ,m , — 3 D 1 3Z 3* 
z. Mole fraction of compound j i n feed 
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Greek Symbols 

α Moles of vapor per mole of feed 
γ Activity coefficient of compound j in phase I 
j χ, 

dX Step-size in Naphtali method 

v.. Stoichiometric coefficient of compound j in reaction i 

v Stoichiometric coefficient matrix 

φ. Fugacity coefficient of compound j in phase i 
j A 

Lagrange multipliers 

p Rank of atom matrix (m., ) 

ξ. Extent of reaction i 

Superscripts 

c Condensed phase (comprised of a pure species that occurs 
in condensed phase only) 

Subscripts 

f Feed 
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Abstract 

Algorithms are reviewed for determining composition in multi
phase, reacting mixtures at equilibrium. Approaches are examined 
for initiating and carrying-out the search for global minimum in 
Gibbs free energy when the number of phases is uncertain. Some 
lead to constrained minima given poor guesses in compositions. 
Specifications include temperature and pressure or enthalpy and 
pressure, arising in process units where heat duty is known. 
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Inside-Out Algorithms for Multicomponent Separation 

Process Calculations 

J. F. BOSTON 

Massachusetts Institute of Technology, 20A-015, Cambridge, MA 02139 

There are several characteristics common to the describing 
equations of all types of multicomponent, vapor-liquid separa
tion processes, both single- and multi-stage, that make it 
possible to exploit the inside-out concept in similar ways to 
solve them efficiently and reliably. The equations have as 
common members component and total mass balance, enthalpy 
balance, constitutive and phase equilibrium equations. In 
addition, all such processes require K-value or fugacity 
coefficient and vapor and liquid enthalpy models. In all cases 
the describing equations have similar forms, and depend on the 
primitive variables (temperature, pressure, phase rate and 
composition) in essentially the same ways. Before presenting 
the inside-out concept, it will be useful to identify two 
classes of conventional methods and discuss their main 
characteristics. 

Conventional Methods 

Conventional methods for solving the coupled set of 
describing equations and thermo-physical property models are 
characterized by taking the primitive variables, or some subset 
of them, as the main iteration variables, and by working with 
the equations in essentially their "primitive" forms. Many 
methods have been proposed which may be regarded as conventional 
methods in this sense. For purposes of this paper, it is 
convenient to consider all conventional methods as members of 
one of two classes based on two fundamentally different 
approaches. 

Class I Methods. The methods of the first class are based 
on tearing and partitioning the system so that subsets of the 
primitive variables are paired with subsets of the equations 
through which they typically show their greatest effect. 
Perhaps the best-known example of this approach for multi-
component distillation is the method of Wang and Henke (1). 

0-8412-0549-3/80/47-124-135$05.00/0 
© 1980 American Chemical Society 
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Here the main iteration variables are the stage temperatures and 
inter-stage phase rates. The temperatures are paired with the 
combined constitutive and phase equilibrium equations, and the 
phase rates with the enthalpy and total mass balances. Unfor
tunately, this pairing is effective only for relatively narrow-
boiling systems, hence the method frequently fa i l s for wide-
boiling systems. Further, the computational procedure involves 
a lag of the K-value composition dependence from iteration to 
iteration, which makes the method unsuitable when the composi
tion dependence is strong. 

The "sum-rates" method of Sujata (2.) also uses the tempera
tures and phase rates as iteration variables, but reverses the 
pairing. The temperatures are paired with the enthalpy 
balances, and the phase rates are corrected by summing the 
component flow rates resulting from solution of the combined 
component mass balance and phase equilibrium equations. This 
method is especially effective for wide-boiling systems, such as 
absorbers, but is not suitable for narrow-boiling systems. 

Tomich (2) presented a Class I method in which the pairing 
problem is avoided by adjusting the temperatures and phase rates 
simultaneously at each iteration. The adjustments are deter
mined by considering simultaneously the system of equations 
consisting of the combined enthalpy and total mass balances, and 
the combined constitutive and phase equilibrium equations. The 
Jacobian of this system with respect to both temperatures and 
phase rates is i n i t i a l l y calculated by finite difference approx
imations, and its inverse is updated thereafter using the quasi-
Newton method of Broyden (4). The excessive computational 
effort associated with in i t i a l evaluation and inversion of the 
Jacobian is a major disadvantage of this method. In addition, 
there is a composition lag like that of the Wang and Henke 
method which makes it unsuitable for highly nonideal systems. 

Class I methods for single-stage processes have been dis
cussed by several authors (5,6,7). While a detailed discussion 
will not be given here, i t is worth noting that the issues of 
composition lag and pairing of equations with their dominant 
variables arise in essentially the same ways, and are as 
important, as for multi-stage processes. 

Class II Methods. The methods of Class II are those that 
use the simultaneous Newton-Raphson approach, in which all the 
equations are linearized by a f i r s t order Taylor series expan
sion about some estimate of the primitive variables. In its 
most general form, this expansion includes terms arising from 
the dependence of the thermo-physical property models on the 
primitive variables. The resulting system of linear equations 
is solved for a set of iteration variable corrections, which 
are then applied to obtain a new estimate. This procedure is 
repeated until the magnitudes of the corrections are suffi
ciently small. 
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The system Jacobian is fu l l or nearly fu l l for single-stage 
processes, but has a stage-wise sparse structure for multi-stage 
processes. Tn the latter case advantage can be taken of the 
fact that the sparsity pattern is known a priori to develop 
efficient solution procedures. In most cases, the Jacobian has 
a block-tridiagonal structure which can be exploited as f i r s t 
shown by Naphtali and Sandholm (8). Hofeling and Seader (9) 
have recently presented an efficient sparse algorithm to handle 
cases in which there are side-strippers or pump-arounds which 
destroy the block-tridiagonal structure, causing additional 
" f i l l - i n " during the elimination process. Many other variations 
of the Newton-Raphson approach have been reported over the past 
few years (10-20) including applications to three phase d i s t i l 
lation (21) and to single-stage processes (22). 

One of the most important characteristics of the Newton-
Raphson approach is that the convergence rate accelerates, 
becoming second order, as the solution is approached. This is 
at the same time an advantage and a disadvantage. If the 
initia l estimates of the iteration variables are close to the 
solution, convergence may be achieved in relatively few iter
ations compared with other methods. On the other hand, if they 
are far from the solution, the convergence rate may be exceed
ingly slow, and unstable behavior may result unless the vector 
of corrections is appropriately truncated. Perhaps the most 
undesirable feature of Newton-Raphson methods is that, when i t 
is not possible to provide sufficiently good i n i t i a l guesses, 
there is l i t t l e recourse but to apply some other type of method. 

The Inside-Out Concept 

The development of the inside-out concept was motivated by 
the hope of overcoming the major difficulties of both the Class 
I and Class II methods without introducing significant new 
difficulties. The goals were to achieve: 

(1) Above a l l , robustness in the face of exceedingly poor 
ini t i a l guesses. 

(2) Efficiency in terms of properly distributing and 
balancing the computational loads. 

(3) Generality in terms of applicability to all types of 
systems, i.e., narrow-boiling, wide-boiling, highly 
nonideal. 

(4) At least superlinear convergence rates as the solution 
is approached. 

The challenges presented by these goals are to exploit ones 
knowledge of how the system behaves and how i t is structured to 
select well-behaved iteration variables, and to recognize ways 
in which the equations can be beneficically rearranged and 
transformed to accommodate these variables. 

The concept was f i r s t presented and implemented by Boston 
and Sullivan (23), who demonstrated the exceptional stability 
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and efficiency of the resulting algorithm for multicomponent 
distillation problems. The algorithm has since been extended by 
this author to handle absorption and reboiled absorption, and to 
make i t applicable to highly nonideal systems as well as narrow-
boiling and extremely wide-boiling ones. It has also been 
modified to accommodate water-hydrocarbon systems in which water 
phases occur on internal stages, and has been successfully 
adapted to provide a rigorous treatment of both multi-stage (2i) 
and single-stage (25) three-phase systems. Boston and Britt (Z) 
discussed the application of the inside-out concept to the 
single-stage two-phase flash. This algorithm has recently been 
modified in two ways. One modification enables i t to handle 
systems operating at near-critical conditions. The other is 
designed to solve the problem of simultaneous phase and chemical 
equilibrium. Finally, Boston (26) has shown how the inside-out 
concept can be adapted to solve multi-stage problems where i t is 
desired to determine a set of design variables within specified 
bounds to satisfy arbitrary design constraints, or to minimize 
an arbitrary function subject to equality and inequality 
constraints. 

In all of these implementations of the inside-out concept, 
there are six important common features. The f i r s t three of 
these will be listed and discussed in detail before considering 
the last three. They may be stated as follows: 

(1) Complex K-value and enthalpy models are used only to 
generate parameters for simple models. These param
eters are unique for each stage of a multi-stage system. 

(2) These simple model parameters become the main (or 
"outer loop") iteration variables, the role played by 
the primitive variables temperature, pressure, vapor 
and liquid composition and phase rates in Class I and 
Class II methods. 

(3) The new outer loop iteration variables are relatively 
free of interaction with each other, and are relatively 
independent of the primitive variables, hence precise 
initialization is not critical to good algorithm 
performance. 

Simple K-Value and Enthalpy Models. In general, K-values 
and enthalpies depend on the primitive variables through a set 
of models, referred to here as the "actual" thermo-physical 
property models, as follows: 

ΚΊ. = ΚΊ.(Τ, Ρ, x, y) 

HL = HL(T, P, x) 

(1) 

(2) 

= HV(T, P, y) (3) 
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While no assumptions are made in this paper about the specific 
forms of the actual K-value and enthalpy mdoels, i t is assumed 
that they exhibit realistic behavior. 

In developing a simple K-value model, it is f i r s t recognized 
that the dependence of K-values on temperature is represented 
very well by a model of the form: 

InKj = A1 + ΒΊ.(1/Τ-1/Τ*) 

where T* is some reference temperature, and B-j is largely 
independent of T. Because the magnitude of B does not vary 
widely from component to component, even in a wide-boiling 
system, i t is useful to define a reference K-value, Kb> as a 
weighted average of the form: 

lnK b = ÇwilnKi (4) 

The w's are weighting factors, expressions for which have been 
derived elsewhere (Z) to make dlnKb/dT an appropriate weighted 
average of the individual dlnKj/dT values. 

The dependence of Kb on Τ is then represented by the 
simple model: 

lnK b = A + B(l/T-1/T*) (5) 

where T* is a reference temperature. Just as the K's are 
strongly dependent on T, and for a highly nonideal system, on χ 
and y as well, Kb will also exhibit a strong dependence on 
these primitive variables. However, the coefficients A and Β 
will be only weakly dependent on T. Furthermore, since the Τ 
dependence of the K's is usually not strongly affected by 
composition, Β will also be only weakly dependent on χ and y. 
As a result of these weak dependencies, A and Β are excellent 
iteration variables. The values of A and Β may be determined by 
evaluating the K's at two temperature levels, while holding χ 
and y constant. 

The simple K-value model is completed by defining a set of 
relative volatilities: 

a i = Ki/Kb (6) 

which are much less sensitive to Τ than the individual K's 
because a weighted average temperature dependence is included in 
Kb. The <*'s, therefore, are also good iteration variables. 

Simple vapor and liquid enthalpy models may be developed by 
recognizing that, on a mass basis, vaporization enthalpies and 
vapor and liquid heat capacities do not vary widely from com
ponent to component, and the latter are relatively independent 
of temperature. Enthalpy departure functions in mass units are 
f i r s t defined as follows: 
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Δ Η Ν = H V -

Δ Η [ Ξ H L - J J L 

(7) 

(8) 

where Hy and JHL are ideal gas enthalpies: 

HV ~ ( fy i H J G ) / M v 

idC ~ ( fxi H i e ) / M L 

(9) 

(10) 

Note that Δ Η Ν and A H L both have units of energy per unit 
mass rather than per mole. The temperature dependence of these 
functions is then represented by the simple models: 

where T* is a reference temperature. The parameters D and F 
represent mean residual heat capacities for the vapor and liquid 
mixtures, respectively, over the temperature range from T* to 
T. C represents the vapor enthalpy departure at T*, and D the 
liquid mixture vaporization enthalpy (relative to the ideal gas) 
at T*. Since all four parameters are in mass units, they are 
relatively insensitive to composition as well as temperature. 
Hence they are very well-behaved iteration variables. 

Modification of Describing Equations. In the simple K-value 
and enthalpy models just described, there are Nç+6 parameters, 
α, A, B, C., D, Ε and F, which have characteristics that make 
them excellent choices for the iteration variables of an outer 
iteration loop. This is in fact the essence of the inside-out 
concept. Its success, however, rests on the ability to trans
form and rearrange the describing equations to properly accom
modate these variables. The result should be an efficient and 
well-behaved inner iteration loop in which values of the prim
itive variables - now regarded as dependent variables - are 
calculated. When the inside loop is converged, the actual 
K-value and enthalpy models can be employed to calculate new 
values of the simple model parameters. 

These ideas are embodied in the last three common features 
of the inside-out concept, which may be stated as follows: 

(4) The describing equations are expressed in terms of the 
simple models, and are rearranged in a novel way so 
that a complete solution for the primitive variables is 
possible. In most cases this is achieved by converging 
a N-dimensional inner iteration loop, where Ν is the 
number of stages. In multi-stage applications, this 
inner loop is particularly amenable to solution by 

ΔΗ ν = C + D(T-T*) 

AHL = Ε + F(T-T*) 

(ID 

(12) 
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Broyden's quasi-Newton method, using the identity 
matrix as the in i t i a l Jacobian. 

(5) The inner loop iteration variable for each stage is a 
unique combination of temperature and phase ratio which 
eliminates the need to make a distinction between wide-
and narrow-boiling systems. In certain cases there are 
additional inner loop variables. 

(6) The primitive variables resulting from the solution of 
the inner loop for a given set of values of the outer 
loop variables are used to calculate a new set of the 
latter through the actual K-value and enthalpy models. 
The entire problem is solved when these calculated val
ues match the corresponding assumed values. In single-
stage applications, convergence of the outer loop is 
accelerated using the Broyden quasi-Newton method with 
the identity matrix as the in i t i a l Jacobian. In multi
stage applications, i t is converged either by direct 
substitution or by the bounded Wegstein method (27). 

It is most convenient to illustrate these features using an 
adiabatic, single-stage flash with specified pressure. The 
describing equations in their primitive forms are as follows: 

Phase equilibrium: y, = K i X i (1-1,2,.. .,NC) (13) 

Component mass balance: XiL+yiV = z-jF (1-1,2... .,NC) (14) 

Total mass balance: L + V = F (15) 

Enthalpy balance: HLL + HVV = HpF + Q (16) 

Constitutive: i x i " 1*1 = 0 (17) 

When z, F, Hp, Q and Ρ are known, there are 2Nc+3 of these 
equations, and 2Nc+3 primitive variables: x, y, T, L and V. 
K, \ and Hy are directly related to the primitive variables 
through the models, eqs. (1), (2) and (3), and therefore do not 
constitute additional independent variables. The basis for the 
choice of the form of eq. (17) is discussed elsewhere (7). 

To facilitate rearrangement of these equations, the 
following new variables are introduced: 

R - KbV/(KbV+L) (18) 

Pi = l t/(l-R) ("J 

Then eqs. (6) and (13)-(19) can be combined and rearranged to give: 

Pi = VO-R+Rc) (20) 

Kb = ? P i/ ?a i P i (21) 
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xi = Pi/JPj (22) 

yi = «iPi/ajPj (23) 
J 

L = M L(l-R)* P i (24) 

Ψ Ξ (L/£)(H V - H L ) + U F - Ην + Q/f = ο (25) 

Single-Stage Inside-Out Algorithm. Table I shows how the 
transformed and rearranged equations can accommodate the new 
iteration variables in an integrated algorithm having all six of 
the features discussed above. 

The basis for holding B, D, and F constant after the f i r s t 
outer loop iteration, as indicated in steps (9) and (10), may be 
explained by noting that the correctness of the final solution 
requires only that α and one each of the pairs (A,B), (C.,D), 
(E,F), be updated, and that the calculated values of these 
variables match the assumed values. This is not required of 
the remaining three variables, whose values may be fixed. The 
significance of this observation may be explained by considering 
the variable B. When Β is updated, two evaluations of Κ are 
required, whereas if only α and A are updated, a single evalu
ation is sufficient. Since Β is much less temperature and com
position dependent than α and A, l i t t l e is lost by not updating 
B, and much is gained in reduction of the computational load 
associated with K-value calculation. Similar remarks may be 
made with regard to the updating of D and F, with corresponding 
implications in the reduction of the required number of vapor 
and liquid enthalpy evaluations. 

It is notable that the variable R is a unique combination of 
temperature (through Kb) and phase ratio which both reduces 
the inner loop to a single variable convergence problem, and 
precludes the necessity of switching roles depending on whether 
the system is wide- or narrow-boiling. As R changes for a wide-
boiling system, the calculated L and V will remain nearly cons
tant, but the calculated Τ will be relatively sensitive. In 
effect, then, the enthalpy balance error will be driven to zero 
by the change in temperature. For a narrow-boiling system, on 
the other hand, the calculated Τ will be relatively constant, 
but the calculated L and V will respond almost linearly to 
changes in R. In this case, the phase ratio will dominate in 
driving the enthalpy balance error to zero. For systems that 
are neither wide- nor narrow-boiling, the relative dominance 
of the temperature and phase ratio will change automatically 
depending on the nature of the system. This behavior was 
demonstrated by Boston and Britt ( Z ) . 

Expressing the enthalpy balance function ψ, eq. (25), in 
mass rather than mole units precludes the necessity of using 
Holland's (28) "constant composition" formulation. While Hy 
and H L depend on the compositions of different phases, the 
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fact that they are in mass units means that their difference 
will not be close to zero, even though the molar enthalpy 
difference Hy-HL could be. The loss of sensitivity of ψ to 
changes in R is thereby avoided. 

The performance of the algorithm outlined in Table I has 
been illustrated using a variety of example problems, including 
highly nonideal ones, by Boston and Britt (2) and Boston and 
Fournier (25). In addition, Boston and Britt have shown how to 
modify the algorithm to handle combinations of specified 
quantities other than pressure and heat duty. 

Multi-Staqe Inside-Out Algorithm. The multicomponent dis
tillation algorithm reported by Boston and Sullivan (23) is 
conceptually the same as the single-stage algorithm just des
cribed. While there are several differences in detail, the main 
differences are those indicated in the six common features of 
the inside-out concept outlined above. Boston and Sullivan 
illustrated the performance of the algorithm using a variety of 
example problems, including several with extremely wide-boiling 
feeds. The performance was compared with that of Tomich's (3) 
conventional algorithm and found to be superior. 

Only a few modifications of the algorithm were required to 
make it applicable to absorption and reboiled absorption. The 
changes were mainly in the handling of the enthalpy and total 
mass balance equations to accommodate different specification 
combinations involving the reflux, heat duties, and top and 
bottom product flow rates. The results of two example problems, 
one each for absorption and reboiled absorption, are shown in 
Table II. 

Application to Highly Nonideal Systems. When the inside-out 
algorithms discussed so far are applied to systems with strong 
liquid phase nonidealities, they might be expected to behave 
poorly. The absence of any form of composition dependence in 
the simple K-value model would seem to be a violation of the 
inside-out concept that would seriously impair peformance for 
highly nonideal systems. That this is not so for the single-
stage algorithm discussed above may be rationalized by con
sidering the characteristics of the outer loop convergence 
problem. 

Because the calculated values of the parameters (step (9) of 
Table I) are relatively insensitive to changes in the assumed 
values of these parameters, the Jacobian of the outer loop tends 
to be diagonally dominant with diagonal elements not greatly 
different from -1. The main effect of system nonideality is to 
increase the interaction among the parameters, thereby increasing 
the magnitudes of the off-diagonal Jacobian elements. However, 
these effects are seldom so great as to eliminate diagonal domi
nance. Further, the Broyden quasi-Newton algorithm is capable 
of building up information to approximate the off-diagonal 
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COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

TABLE I. tnside-Out Adiabatic Single-Stage Flash Algorithm 

(1) Assume a, A, B, C., D, E, F 

— * (2) Assume R 

—> (3) Calculate p, Kb, T, x, y using eqs. (20), (21), 
(5), (22), (23), respectively. 

(4) Calculate ML> My, H I G 

(5) Calculate hJ, H°, àHy9 àH Hy, HL 

using eqs. (9), (10), (11), (12), (7), (8), 
respectively. 

(6) Calculate L and Ψ using eqs. (24), (25), 
respectively. 

(7) Assume new R and return to (3) until |ψ| < ε 

(8) Calculate Κ, HL, Hy using actual models. 

(9) Calculate a, A, C., Ê (and B, D, F f i r s t iteration 
only). 

(10) Assume new values of a, A, C., Ε (and B, D, F 
fi r s t iteration only) and return to (2) until 
calculated values match assumed values. Use 
Broyden quasi-Newton method after f i r s t iteration. 
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146 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

elements well enough in relatively few iterations. Therefore, 
not including composition effects in the simple K-value model 
actually represents a trade-off between the effects that the 
simple models ought to account for and the effects that the 
convergence procedure ought to account for. 

In multi-stage systems, on the other hand, strong nonide-
ality is a more serious problem. In the f i r s t place, i t is not 
feasible to use Broyden's quasi-Newton method for convergence of 
the outer loop because there are too many parameters (N(Nc+3)), 
and the Jacobian is in general not sparse. The outer loop is 
therefore converged by either the bounded Wegstein method (27.), 
or by direct substitution with moderate damping. Secondly, 
because interactions among the parameters tend to propagate over 
several stages, strong nonidealities frequently lead to poor 
convergence behavior or even failure to converge. 

The difficulties associated with highly nonideal multi-stage 
systems have been overcome by introducing a simple model for the 
composition dependence of K-values. In keeping with the spirit 
of the inside-out concept, the parameters of the simple model 
become outside-loop iteration variables, and are determined by 
applying the actual models only in the outer loop. Further, 
they are as independent as possible of the primitive variables. 

The basis of this approach is the representation of the 
K-value in terms of three factors as follows: 

Ki = Kb a i Y i * (26) 

where γΊ.* is a new quantity introduced to account for the 
composition dependence. For simplicity, the most frequent case 
is considered, where most of the nonideality arises from the 
liquid phase, and is represented by an activity coefficient 
model. In this case, ΎΊ.* is a pseudo-activity coefficient 
which is obtained from the actual activity coefficent model at 
a reference temperature T*: 

V = ΎΊ.(Τ*,χ) 

The objective is to substantially reduce the composition depend
ence of the a's by using a simple model for ΎΊ.* in terms of 
parameters that will be well-behaved iteration variables. The 
treatment of Kb is the same as before, therefore <*-,., which 
is now defined as follows: 

a i Ξ W i * ( 2 7) 
should depend weakly on both temperature and composition. 

The composition dependence of Y * is based on the treat
ment of each component in turn as a pseudo-binary with all the 
other components. For each component, then, a simple model of 
the form: 
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6. B O S T O N Inside-Out Algorithms 147 

In γΊ.* = θΊ. + χΊ. (28) 

is developed. The parameters a-j and bj are determined from the 
actual activity coefficient model at T* with the distribution of 
all components other than i held constant. A unique set of these 
parameters is generated for each stage in a multi-stage system. 
The b's are handled in much the same way as the parameters B, D 
and F, being updated only once or until the change from itera
tion to iteration is within some relatively large tolerance. 
The a*s are treated in the same way as the a's, A, C and E. 

To show how the inside loop can be revised to accommodate 
the simple composition dependence model, the single-stage case 
is considered for simplicity. 
The revised form of eq. (20) is: 

For a given value of R, eqs. (29), (30), and (31) can be solved 
readily for ρΊ. and ρ σ using the Newton-Raphson method. It is 
easy to arrange the linearized equations so that the coefficient 
matrix is upper triangular with only one non-null column above 
the diagonal. The solution therefore does not add appreciably 
to the computational load of the inside loop. 

The multi-stage algorithm may be modified to incorporate the 
approach just discussed in much the same ways as the single-
stage algorithm. The modifications were found to provide a 
dramatic improvement in performance, enabling solutions to be 
obtained in cases in which the previous algorithm failed to 
converge. Results are given for three highly nonideal example 
problems in Table II. 

Application to Simultaneous Phase and Chemical Equilibrium. 
The single-stage process with simultaneous phase and chemical 
equilibrium is another application of the inside-out concept 
where the Newton-Raphson method has been employed in a judicious 
way in the inside loop. There would appear to be no reaction 
parameter having characteristics that make it suitable as an 
outside loop iteration variable in the spirit of the inside-out 
concept. On the other hand, the chemical equilibrium relation
ships are simple in form, and do not introduce new thermo-
physical properties that depend in a complicated way on other 
variables. Thus i t makes sense to include them in the inside 
loop, and to introduce the reaction extents as a new set of 
inside loop variables. 

(l-R)Pi + Roc IYi*pi = f i 

and the simple model for γ * can be written as: 

(29) 

1ηΎΊ.* = ai + bpj/p (30) 
σ y (31) 

American Chemical 
Society Library 

1155 16th St. N. W. 
Washington, 0. C. 20036 
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148 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Since chemical equilibrium expressions involve fugacity 
coefficients, rather than K-values, it is necessary to introduce 
a new set of outside loop variables. The K-value is factored as 
follows: 

ΚΊ. = K bB 1e i (32) 

where 
L 

Si = Φι/Kb (33) 

ΘΪ - 1/ΦΪ (34) 
and the parameters 3 and θ nowreplace α as outside loop 
iteration variables. BecauseΦ. is ordinarily not strongly 
dependent on Τ, Ρ or y, and ΒΊ. is the same as «,-Φ both 3 
and θ should be well-behaved. 

To show how the inside loop may be modified to handle 
chemical equilibrium, consider for simplicity the case of 
specified pressure, and reaction occurring only in the liquid 
phase. For the jth reaction the equilibrium condition may be 
expressed as: 

?v.j In ( Φ χ . ) = g. (Τ,Ρ) 

Substituting eqs. (22), (31) and (32) we have: 

In (K be i P i/p°) = g j(T,P) (35) 

The revised form of the component mass balance, eq. (20), is: 
(1 - R + RP ie 1)p i = f. + z v i j n j (36) 

J 
and eq. (21) becomes: 

Ks.e.p. = ρ σ (37) 

where ρ σ is as defined by eq. (31). 
For a given value of R, eqs. (5), (31), (35), (36) and (37) 

may be solved simultaneously by the Newton-Raphson method for 
the n's, p's, ρ σ, Kb and T. Note that eq. (36) relates ρη. 
explicitly to a subset of the n's, hence the number of variables 
and equations can easily be reduced to NR+3, where N R is the 
number of reactions. 

The performance of an algorithm using the approach just 
described is illustrated in Table III for an example involving 
an esterification reaction. The performance is compared with 
that of the conventional algorithm of Sanderson and Chien (29). 
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6. B O S T O N Inside-Out Algorithms 149 

TABLE III. Single-Stage Simultaneous Phase and 
Chemical Equilibrium Example Problem 

Chemical reaction: 
ethanol + acetic acid ± ethyl acetate + water 

Thermo-physical property models taken from Sanderson and Chien 
(29). 

Feed composition: 50 mole per cent each of ethanol and acetic 
acid. 

Specifications: Ρ = 1.013xl05 N/m2, V/F = 0.5 

Initial guesses: Τ = 290 Κ, η = 0 

Final values: Τ = 333.7 Κ, η = 0.4206 

Number outside loop iterations: 6 

Note: Sanderson and Chien (23) reported 10 outside loop 
iterations using their conventional algorithm for the same 
system at the same pressure, but with Τ specified as 358 K. 
The number of inside loop iterations was not given. It is 
notable that each inside loop iteration of their algorithm 
requires that properties be calculated using the actual 
thermo-physical property models. 

List of Symbols 

A,Β K-value or Kb temperature dependence parameters 
a,b Activity coefficient composition dependence parameters 
C.,D Vapor enthalpy temperature dependence parameters 
E,F Liquid enthalpy temperature dependence parameters 
F Total feed molar flow rate 
F Total feed mass flow rate 
? Component feed molar flow rate 
G Gibbs free energy 
H Enthalpy, energy/mole 
H Enthalpy, energy/mass 
Κ K-value 
Kb Weighted average K-value 
L Total liquid molar flow rate 
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150 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

L. Total liquid mass flow rate 
1 Component liquid molar flow rate 
M Mixture molecular weight 
N Q Number of components 
N R Number of reactions 
Ρ Pressure 
p Defined by eq. (19) 
Q Heat duty 
R Defined by eq. (18) 
Τ Temperature 
V Total vapor molar flow rate 
w weighting factor 
χ Liquid mole fraction 
y Vapor mole fraction 
ζ Feed mole fraction 

Subscripts 

i component index 
j component index; reaction index 
L liquid phase 
V vapor phase 
F feed 
ref ideal gas reference state 

Superscripts 
L liquid phase 
V vapor phase 
σ summation over components 
ο ideal gas mixture 
IG ideal gas 
* evaluation at reference temperature, T* 

Greek letters 

α Relative volatility 
3 Defined by eq. (33) 
γ Activity coefficient 
ε Tolerance 
n Reaction extent 
θ Defined by eq. (34) 
ν Stoichiometric coefficient 
Φ Fugacity coefficient 
Ψ Defined by eq. (25) 
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7 

A General Approach to Classify Operational Parameters 

and Rectify Measurement Errors for Complex Chemical 

Processes 

G. STEPHANOPOULOS and J. A. ROMAGNOLI 
Department of Chemical Engineering and Materials Science, 
University of Minnesota, Minneapolis, MN 55455 

The reliability of the process measurements' data is extreme
ly important for good monitoring, control and optimization of 
chemical process. On-line rectification of a measurement error 
is possible be it a random error or a gross bias, if additional 
information is available. Such information is supplied by the 
extent to which the material and energy balances are satisfied by 
the recorded data. These balances are simple, involve parameters 
usually well known, and they should be satisfied independently of 
the measurements accuracy. 

Previous works have attempted to resolve the above problem 
through the solution of a least squares problem, using linear 
balance equations. Swenker [1] was among the first who employed 
this idea, which was further developed by Hoffman [2] and 
Vaclaveck [3]. Almasy and his coworkers [4] outlined an itera
tive solution for the second order balance equations. They also 
applied the algorithm to linear dynamic system (Gertler, Almasy, 
[5]) and they extended the deterministic methods of balance error 
smoothing to stochastic system (Sztano, Almasy, [6]). Further
more, Umeda et al. [7] presented a method for the plant data 
analysis and parameter estimation which relies on a general cri
terion for fitting multiresponse data suggested by Box and Draper 
[8]. All these algorithms yield to the Markov estimation of the 
system variables which correspond to the maximum likelihood esti
mation for errors with normal distribution and zero mean. The 
large scale of the correction problem involved in a chemical pro
cess make the above approaches cumbersome. This last feature 
motivated Vaclavek [3,9] to attempt to reduce the size of the 
least square problem through the classification of the measured 
and unmeasured process variables. Such classification allow the 
size reduction of the initial problem and its easier solution. 
A similar approach was undertaken by Mah et al[12] in their at
tempt to organize the analysis of the process data and system
atize the estimation and measurement correction problems. 

Of particular interest is the identification of biases and 
gross errors in the measurements. Vaclaveck and Vosolsobe [11], 

0-8412-0549-3/80/47-124-153$05.50/0 
© 1980 American Chemical Society 
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154 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Almasy and Sztano [6] and Mah and his coworkers [12] have dealt 
with this problem and developed structural or probabilistic rules 
that wi l l determine the location of the gross error. A throuth 
review of the related problems and the proposed solutions can be 
found in [15]. When a l l the measurements are corrected, then 
they can be used to estimate the value of the variables which are 
not directly measurable. Such situation entails the solution of 
a nonlinear estimation problem, in general. 

In the present work we wi l l deal with a l l the above problems 
and provide a unified framework to deal with the error correction 
for static or dynamic systems using multicomponent mass and 
energy balances. The topological character of the complex pro
cess is exploited for an easy classification of the measured and 
unmeasured variable independently of the linearity or nonlinear-
ity of the balance equations. 

Statement of the Problem 

Consider a chemical process containing Κ units. The multi-
component steady-state mass and energy balances are represented 
by 

J 
Σ a i k u. = 0 for k = 1, 2 , . . . Κ (1) 

j=l 1 3 

where u. is the quantity that is balanced, a. is the -element 
of the process incidence matrix which denotes tne topology of 
units and streams, aj = 1 i f stream j is an input to unit k, 
ajk = -1 i f j is an output stream, and =0 i f stream j 
is not associated with unit k. J is the set of a l l streams in 
the process. Chemical reactions can be easily incorporated 
through a r t i f i c ia l input and output streams. In matrix form 
equation (1) yields 

A u = 0 (2) 

The vector u is an n+m dimensional vector which can be 
partitioned into two vectors; the η-dimensional vector χ of 
measured parameters and the m-dimensional vector of unmeasured 
ones. Some of the unmeasured variables can be evaluated from the 
measurement of the others variables using the balance equations, 
and some not. Thus, the unmeasured parameters may be classified 
as "determinable" or "indeterminable". On the other hand, some 
of the elements of vector χ of measured variables can be com
puted from the balances and the rest of the measured parameters. 
Such measured variables wi l l be called "overdetermined". The 
rest of the elements of vector χ wi l l be called "just deter
mined". Measurement of χ is denoted by χ , and the difference 
of any measured system parameter and i ts true value is called the 
"error" denoted by 6, i . e . 

6 = χ - χ (3) 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
7

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 
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The estimated value of χ is denoted by χ and the differ
ence between any estimate and i ts measured value χ is called 
the "correction" for that parameter and is represented by δ, i . e . 

6 = χ - χ (4) 

In general practical situations the mass and energy balances 
do not yield always linear expressions l ike equation (2). For 
example, one device serves for the measurement of mass flow rate 
and separate analyzers are used to determine the compositions. 
Consequently the balance may result in bilinear forms as shown 
in equation (5). 

J 
Σ 

j=l 
Σ a.. Μ. ξ . . = 0 i = 1,2,...,1 + j (5) 

k 1,2,..., Κ 

where, for i = 1,2,...I are the concentrations of the I 
components in stream j , and £j (ι+χ) is the enthalpy of stream 
j , with Mj i ts flowrate. 

In the subsequent sections the following problems wi l l be 
tackled : 
- Classify the measured variables into overdetermined and just 

determined. 
- Classify the unmeasured variables into determinable and indeter

minable. 
- Define the subset of balance equations which should be used for 

the rectification of the measurement errors. 
- Rectify the measurement errors. 
- Check the presence of gross biased errors in the measurements 

and identify their sources. 
The above development can be extended to the dynamic systems. 

The dynamic equivalent of equations (2) and (5) are: 

w = Gw(t) + Br(t) (6) 
ν = Cw(t) + Dr(t) (7) 

where, w is the vector of state variables, r the vector of input 
variables and ν the vector of output variables. Discretize 
equations (6) and (7) in time and introducing the shift-operator 
z. Eliminate the state variables and develop an input-output 
relationship 

ν = [ C(I - ζ Φ ) " 1 ζ""1 Ψ + D ] r (8) 

where, Φ is the transition matrix and Ψ(At) J Φ( ί - τ )ά τ 
t-At 

Β 

Expanding the inverse matrix [5] appearing in the above equation 
as a fraction of polynomial of ζ~2., leads to the input-output 
relationship of the form 
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η 
Σ 

i = 0 

Σ R . ζ " 1 (9) 

η 
Σ h ζ " 1 

i = 0 

where, R . = C F . Ψ Dru with F Q , F - , , . . F N - 1 η χ η matrices 
with constant elements and coefficients F and h depend on 
elements of matrix Φ with the definition F N = 0 . We can see 
that in each equation both the input and the output are repre
sented by their present values and as many previous values as 
the order of the system, i . e . 

η η 
h v(k) + Σ ζ " 1 h.v = R r(k) + Σ ζ " 1 R . r ( 1 0 ) 

i=l 1 ° i=l 1 

n - i n - i Defining the vector e = Σ ζ h . ν - Σ ζ R . r and 
i=l 1 i=l 1 

lumping into the same vector u we have the following balances 
equations 

K u + e = 0 ( 1 1 ) 

where, u = i 1 j Κ = [ R ; * h i j and e = Σ ζ * K.u. 

LvJ L° °J i=l 1 

Equation ( 1 1 ) represents the time-discrete dynamic equivalent of 
the steady-state balance equations ( 2 ) . The dynamic balance 
equations ( 1 1 ) present some characteristic properties of the 
sampled-data input and output relationship, that are not present 
in the corresponding steady-state equations: 1 ) There are as 
many equations as the number of outputs 2 ) Each equation contain 
only one output 3 ) Each equation contain, except for special 
cases, a l l the inputs variables. 

Classification of the Operational Parameters 

Starting with the balances as they are given by eq. ( 2 ) for 
static system (or equation ( 1 1 ) for dynamic systems), we can par
t i t ion matrix A into Α. and A? (or equivalent partition Κ 
into and K 2 ) , in such a way that eq. ( 2 ) becomes 

Α χ χ + A 2y = 0 ( 1 2 ) 

Where, χ and y are the measured and unmeasured parameters re
spectively, and A and A 2 are compatibles matrices. The topol
ogy of the balance equations is represented by the structure of 
these matrices. In order to classify the parameters one must 
f irst establish what information each equation is to supply, that 
i s , to obtain the output set assignment for the balance equations. 
With the output set assignment we assign to any unmeasured 
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parameter one equation and i t wi l l produce a directed graph, as 
is shown in Figure 1 and 2 . 

Then for the unmeasured parameters we wi l l have the follow
ing two cases: 
a. If an unmeasured parameter is assigned as output to one equa

tion, then i t is determinable. 
b. If the unmeasured parameter is not assigned, then i t is not 

determinable. 
The output set assignment is not unique but whether an un

measured parameter is determinable or not does not depend on i t . 
As Steward (13) has proved, a l l the unmeasured variables wi l l be 
assigned to every possible output set assignment i f they are 
determinables, i . e . i f there is no structural singularity. This 
result is general and does not depend on the functional form of 
the balance equations. Consequently, except for isolated numer
ica l singularities the determinability of an unmeasured parameter 
is specified from whether i t can be assigned in an output set 
assignment or not. 

After the classification of the unmeasured parameters is 
carried out, the following task is to classify the measured ones. 
The overmeasured parameters can be found by the following two 
step procedure. 

First Step. From the output set assignment we obtain equa
tions that are not assigned. This set Ε of not assigned equa
tions is composed of three subsets of equations. 
1. Subset E i , of equations not assigned which contain only 

measured parameters. 
2 . Subset E 2 of not assigned equations which contain unmeasured 

but determinable parameters ( i .e . they have been assigned as 
output to equations not included in set E). 

3. Subset E 3 of equations not assigned which contain unmeasured 
and indeterminable parameters. 

Then, i t is easy to prove that the following is true: 
i . A l l measured parameters contained in subset E of unas-

signed equations, are overmeasured (overdetermined) and 
wi l l be available for measurement correction. 

i i . For steady balances, a l l the measured parameters (variables) 
contained in an equation belonging to subset E 2 are over-
measured i f this equation does not contain an unmeasured 
composition (enthalpy). That means we have new independent 
equations which contain new overmeasured parameters along 
with the previous ones. 

i i i . For dynamic balances a l l the measured parameters contained 
in an equation belonging to E 2 are overmeasured. That 
results from the special configuration of the elements in 
matrix K, which eliminates the probability of numerical 
singularities. 

iv. The subset E 3 does not introduce any new overmeasured 
parameters. 
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—Κ MEASURED STREAMS 
UNMEASURED STREAMS 

Figure 1. Flow diagram for a serial system 

Figure 2. Signal graph representation 
for the system in Figure 1 
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Second Step. We identify additional overmeasured parameters 
by aggregating the balance equations to form a chain of sequen
t ia l ly solvables sets of equations. Let us consider the case 
shown in Fig. 3. Assume one component in each stream. The flow-
rates of streams 1,2,5 and 6 are overmeasured as i t can be seen 
from an overall material balance (over the three units) which 
contains only measured variables. Such overmeasured variables 
cannot be detected in the f irst step of the classification pro
cedure for the measured variables described above. Note that the 
three units in Fig. 3 constitute a disjoint system of a larger 
complex and they can be solved independently. The same hold for 
dynamic balances, but note in this case that for the general case 
of several inputs and outputs we always should have an additional 
equation belonging to set Consequently, in this second step 
we attempt to identify a l l the disjoint subsystems (such as the 
one in Fig. 3) and this can be easily done from the occurrence 
matrix once an output set assignment has been specified. Let us 
assume that the occurrence matrix is arranged into a block diago
nal form 

D = 
D l l 0 

PP 

Where each D j , i = 1,2...,p represents the topology of each dis
joint subsystem. The agrégat ion of the balance equations to form 
the chain of disjoint subsystems, eliminate the streams among the 
units of each disjoint system. This leaves only the streams that 
wi l l connect a particular disjoint system with similar others. 
These streams together with the streams connected to one unit are 
called external and the parameters belonging to these streams are 
called external parameters. 

Classification Algorithm. In this section we summarize the 
various aspects discussed earlier in a systematized algorithmic 
approach in order to classify the parameters for a given system. 
1) Consider a l l the measurable parameters as measured and the set 

C of the required parameters. 
2) Construct the occurrence matrix of the balance equations for 

the system, dividing the parameters in unmeasured and measured 
ones. 

3) Apply an algorithm to assign the unmeasured parameters, as out
put of the balance equations. (See appendix A) 

4) Classify the unmeasured parameters (set U): 
a) The unmeasured parameters which are assigned as outputs in 

an output set assignment are definedas determinables and 
constitute the elements of the set 

b) The remaining unmeasured parameters which have not been as
signed, are not determinables and constitute the elements 
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I 

Figure 3. Disjoint subsystem 
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of set U 2 -

5) Classify the unassigned equations (set E): 
a) Unassigned equations which do not contain unmeasured param

eters form the set E 
b) The subset E 2 is formed by unassigned equations which con

tain unmeasured but determinable parameters. 
c) For multicomuonent mass and energy static balances, form 

the subset E 2 with the unassigned component or energy 
balance, which do not contain unmeasured compositions or 
enthalpies respectively. 

d) The unassigned equations which contain undeterminable param
eters form the subset E 3 . 

6) Classify the measured parameters. 
Let the set M represent a l l the measured parametersWe 

want to form the set M- (overdetermined parameters) and M 2 
(just determined). 

For steady balances 
a) A measured parameter belongs to set M i f i t is contained in 

any equation of sets E and E 2 . 
b) Find a l l the possible disjoint subsystems D -

- If a given contain at least one external unmeasured pa
rameter, thenthis disjoint subsystem does not add new pa
rameters to M . Repeat for a l l D ' s . 

- If a given disjoint subsystem has only measured external pa
rameters then they ajre a l l overmeasured, and they are incor
porated in the set M-j. 

c) Repeat parts a) and b) considering only flow rates, composi
tions and enthalpy separately. 

For dynamic balances 
a) A measured parameter belong to set M- i f i t is contained in 

any equation of sets E and E 2 . 
b) A l l the measured parameters in the considered D , belong to 

set Mi i f the corresponding contain at least one equa
tion of set E 2 « 

c) The remaining measured parameters constitute the elements of 
set M 2 , i . e . the justdetermined parameters. 

Selection of the Necessary Measurements for the Required 
Parameters to be Determinables. It follows from the above 
development that the parameters in set Ml are redundant and can 
be reconciled. Also the parameters in set M 2 are not redundant 
and there is no other indirect way of obtaining their values. 
Hence this classification of parameters can serve to test a given 
design of measurement places. There is however another important 
task concerning this problem. We want ot present an algorithm to 
select the necessary measurement for a set of required parameters 
to be completely determinable. Let C be this set of parameters 
which for various reason should be known. C may be composed of 
measured and unmeasured parameters. The necessary measurements 
can be found using the following scheme: 
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1) Check i f the disjunction CflU 2 is an empty set. If this 
condition is not satisfied the problem is not solvable and 
has to be reformulated. 

2) Consider the sejt Ν χ of measured and required parameters, 
i . e . Ν χ = Μ Π C 

3) Identify the "interval" of the required unmeasured parameters 
(N ) (see Identification algorithm). 

4) Check i f Ny Π φ 0, i f i t is incorporate these parameters 
to set N m and eliminate them from N y . 

5) If Ν Π "Οχ = φ , identify the set of parameters to be mea
sured by Ηχ = N y n Ν χ 

The results are given in the form of three sets of param
eters: the parameters which must be, need not be and should be 
measured 

Μ χΠ = do not need to be measured in whole 
extent 

Μχ - Ό2 - have to be measured 
: are not measured (includes the remaining param-

ters) 

Algorithm to identify the"interval" (N y ). The set C of 
required parameters is known for a given system. 
1) Identify a l l the required determinable parameter Yj which 

are determined by the intersection of the sets and C., i . e . 
Yj ε ( ϋ! Π C ) = 

2) From the occurrence matrix for each Yj find the now which was 
assigned to this Yj and take a l l the parameters contained 
in this equation, except Yj 

3) The set Ny of a l l the parameters found in 2) constitute the 
"interval" of required unmeasured parameters. 

Rectification of Random Measurement Errors 

In the previous section we classified the measured parameters 
into two categories 1) overmeasured (overdetermined) 2) not over-
measured (just determined), so we can correct only the parameters 
belonging to the f irst category. In this way the accuracy of 
measured data can be improved. The next question i s : how to 
formulate the appropiate subset of balances to be used in the 
rectification by solving the accompanying least square problem. 
Let us start with equation (12). Divide χ into two vectors, 
χ'ε Mi, and p i M]. Consequently 

A l χ ? Ξ A l l x ? + A12 p = A l l χ ' + q ( 1 3 ) 

with q = Αχ2 Ρ. Introducing the measurement errors. The balance 
equations (12) becomes 

A1± (x f + 6) + A 2y + q = 0 (14) 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
7

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



7. S T E P H A N O P O U L O S A N D ROMAGNOLi Operational Parameters 163 

But from the classification strategy outlined earlier we 
can find those equations, which contain only measured (overmea
sured) parameters i . e . the system of balance equation can be 
regrouped into the following form 

A q (χ' + δ) = 0 (15) 

where; A : matrix whose rows (equations) contain only measured 
parameters and x fe M]. If we allow bilinear balances as we de
scribed before, following the same procedure we arrive to a 
similar result 

Σ a . . T x f + Σ Σ e. . n χ 1 . . χ \ 0 =0 i = 1 , 2 . . . Κ (16) 

where; K: number of equations. We notice that the equations(16) 
in addition to the linear terms of the measured parameters, they 
also contain quadratic terms. In matrix natation and introducing 
the measurement noise, each row may be written as 

g. = a . T (x? + δ) + (κ + δ ) Τ Ε. (χ' + δ) = 0 (17) 
ι ΙΟ 10 

This can be extended to dynamic systems. The reduced set 
of balance equations can be expressed in this case as 

L (χ + δ) + e = L δ + e ? = 0 (18) ο ο 

where; L q : matrix whose rowg (equations) contain only overmeasured 
parameters and e = L Q x + Κ 1 z~îu. Now when a new sample is 
taken, the present value or δ are computed while the present 
and previous values of χ are available from the measurements 
and the previous values of δ are taken from previous computa
tions. The reconciliation problem is equivalent to that formu
lated for steady state case and has been solved by Gertler [5] 
using the weighted least squares. 

It is clear from the above procedure that equations (15),(17) 
or (18) should be linearly independent. The selection of the 
linearly independent balances can be done rather easily, using 
the earlier method of parameters classification. From the clas
sification problem we obtained a set of unassigned equations Ε 
which contain the subsets E , E 2 and E 2 of unassigned equations. 
For steady balances a l l the equations in subset Εχ are consid
ered for the correction of measurements. The equations in the 
subset E 2 are modified by substituting the unmeasured parameters 
by the measured ones which belong to their "intervals". On the 
other hand these are not a l l the possible equations that should be 
considered. From the block-diagonal form D, we obtained the 
D i i ' s which are disjoint subsystems, and which are going to intro
duce more equations containing only overmeasured parameters. But 
we must be careful to select which equation to incorporate to 
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avoid redundancies. If a l l the flow rates are measured we can 
incorporate a redundant overall mass balance equation and i f we 
consider a system with η-components then we can only incorporate 
n-1 equations from the disjoint subsystems i f a l l the composi
tions of the external streams are measured. We wi l l have a 
similar situation i f we consider the heat balances. For dynamic 
balances a l l the equations in subsets Εχ and E 2 are considered 
for the reconciliation problem with equations in E 2 modified by 
substituting the parameters in set ui by their"intervals". 
The systematized algorithmic approach to construct the system 
matrix is as follow. 

Algorithm. 
1) Consider the set E of the equation to be used for measurement 

reconciliation. E 4 is in i t i a l l y empty. For steady balances. 
2) A l l the equations in set E belong to set E 
3 ) A l l the equationsin set E 2 belong to set E 4 after a l l the 

parameter in set have been replaced by their "intervals" 
4) Identify a l l the whose external parameters are measured. 

Intoduce into the set E the following balances resulting from 
each D- j . 
a) An overall total mass balance i f a l l the external flow rates 

are measured. 
b) A component mass (tatal energy) balance i f a l l the external 

compositions (enthapies) are measured. For dynamic balances. 
5) A l l the equations in set Ε χ and E 2 belong to set E 4 , after a l l 

the unmeasured determinables parameters have been replaced by 
their "intervals". 

From the set E of equations the construction of the system 
matrices follow directly. The approach outlined before, making 
use of the classification strategy allows the general reduction 
of the i n i t i a l balances into a set of equations smaller in size 
than that suggested by Vaclavek. The reduced set of balance equa
tions given by eq. (15), or (18) define now the following weighted 
least squares problem for the reconciliation of the measurement 
errors. In the linear case 

Min <ST Ρ" 1 δ 
6 

s. t. A0<$ 4- q = 0 

where; Ρ is the covariance matrix of measurement errors, and 
q = A 0 x 1 . The Lagrangian solution of the above problem for the 
linear case yields 

δ = error estimate = PAQ
T (AQP A ) " 1 (A Q X ? ) (19) 

For the bilinear balances the objective remains the same but 
the equality constraints are now defined by equation (17). We 
may develop these equations in a Taylor series in a neighbor
hood of xQ, which denotes a f irst approximation of the true values 
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η f3g, 
8 i ( x ' ) = g i ( x 0 ) + Σ j i 

Introducing: b U3 
k£ 18χΛ 

(χ ! - χ . ) i = l , . . . , n r (20) 
x o J Jo 

b., τ... b-
11 In 

c. = g. (χ ) 
ι G i ο 

. b . . . . b . . 
L n 1 n 1 

a. = (x. - x. ) 
ι ι 10 

Where; n f : number of equations in the reduced system. We can 
rewrite equation (20) as follow 

Β α + c (21) 

the xj 
It is not diff icult to find a f i rst approximation χ , since 

are measurements of the xJ We can therefore use them 
direccly as a f irst approximation and set xQ = χ ' . The vector 
δ then becomes 

Equation (21) therefore takes the form 

Β 6 + c = 0 (22) 

Which is equivalent to the linear case and the estimate δ is 
given by equation (19). The result of each step is used to get 
a better approximation of χ ' . If the iteration is broken off 
after s steps we have 

x 1 = x f = x 1 , + δ s s-1 
This iteration process can be repeated until a satisfactory 

solution is obtained. In general is not easy to determine when 
a solution is satisfactory. The simplest method is to investi
gate the value of the covariance matrix of the error estimate and 
break off the iteration process i f this covariance matrix fal ls 
below a given value or decreases less than a given fraction from 
one step to the next. 

Rectification of Gross Errors 

The major question related to the rectification of gross 
errors is the identification of the sources. Quite often this 
question wi l l be set aside and the gross error wi l l be distributed 
among several measurements. Although this approach may suffice 
in the short run, i t is unacceptable in the long run. The detec
tion of a gross error requires the construction of an appropiate 
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statist ical test. Two kind of approach can be follow 1) A single 
statistic for the entire process 2) A separate statistic for 
each equation. Consider in general the nonlinear balances. 

g O , x 2 , xK) = 0 (23) 

The balance wi l l be satisfied exactly in x , x 2 , . . . x are 
the real values. But because the measurement errors, previously 
defined, the set of measured parameters is usually not internally 
consistent. So introducing the residuum in the balance equation, 
we can write 

ε = g (χ) - g (χ) (24) 

where; ε is the vector of residua in the balances. The prob
lem is to construct the confidence region for the residuum value 
ε . Now i t is assumed that the measurement noises are white and 
normally distributed. That is χ - χ is sufficiently small, 
where χ is taken to be the arithmetic mean of the measurement 
indications. So that g can be expanded in a neighborhood of 
the point χ and only the linear terms need to be kept in the 
approximation. Thus 

g(x) = g(x) + G(x) (x - x) 

where; G. = ' ι 

g(x) = g(x) + G(i) δ 

"k 
Σ 

j=l j I χ = χ 

(25) 

(26) 

3x. 
is the i - th column of the matrix 

G. Combining (26) and (24) to obtain 

ε = g00 + GOO δ - g ( î ) 

ε = G(x)δ 

(27) 

(28) 

Here the vector ε is known from the measurements. Now 
a postulate that the vector δ of measurement error is normally 
distributed is equivalent [10] to stating that the ε is also 
a normal vactor, because by (28) ε is approximated by a linear 
transfomation of a normal vector. Assume Ε [δ] = 0, then ε 
wi l l also have zero mean and covariance matrix 

C = Ε [ε ε Τ ] = G Ε [δ δ Τ ] G T (29) 

where; C = Ε [δ δ ] . Following the f irst approach we can for
mulate the following test function 
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7. STEPHANOPOULOS AND ROMAGNOLi Operational Parameters 167 

Τ 

C + εε 

h = ε C ε = ή - 1 

(30) 
εε C 

εε The latter of the quadratic form may be easier to evaluate, 
because the inverse of the covariance matrix. Since ε has 
nfelements (n fequations), h wi l l have a chi-square distribution 
with n f degrees of freedom. Thus at specified significance level 
α 

P ( h -Λ-α ( n , ) ) = α 

This means that the probability of the event that a particu
lar h exceeds the c r i t i ca l value belonging to 1-a level 
for n 1 degrees of freedom is a. This provides us with a test 
for the inconsistency of a set of measurements in the presence 
of gross errors. We need to preassign an allowable error proba
b i l i t y which gives us a c r i t i ca l value of h. The choice of the 
error probability depends on the process characteristics. For 
example, 0.10 is acceptable in many cases. If an extreme error 
is found by the test function, we need to identify which measure
ment has the gross error to guide instrument repair or similar 
corrective action. Nogita [14] proposed a serial elimination 
algorithm, that consist of discarding one element from the set 
of measurements at a time and check each time the value of the 
test function, choosing after that the consistent set of data with 
minimum value of h. Almasy and Sztano [6] proposed the follow
ing algorithm for searching the source of an extreme error. 
If r-th is the only measurement point for which 

Ε(δ Γ ) φ 0 and Ε [6 j] = 0 for a l l r φ j 

we define a vector ζ 

where; 

ζ = D GT (G CXX GV 1 e (31) 
oo 

D = diag (G* (G CÔ6 G1)"1 G"** 

G is the i - th column of G. Then, vector ζ has the following 
properties 

abs (E (z r )) > abs (E (z*)) 

From the above development, i f only one measurement point 
has Ε [<5r] φ 0 the measurement point with maximum absolute value 
of Ε [ ζ 1 ] is rejected. For practical cases we can use the equa
tion for error detection with single ε Γ vector values, i f the 
ratio of the extreme error and the dispersion of regular error is 
not too small. Mah and his coworkers [12] studied extensively 
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168 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

the problem of identifying the sources of gross errors. Their 
method, based dn the second approach, uti l izes the structural 
characteristics of the balance equations around the units and by 
developing intersections of appropriate sets of measured var i 
ables attempt to narrow the origin of the gross errors. The 
method is limited to one component mass balance systems. In the 
present work a more general algorithm is employed by using a 
separate statistic for each balance equation. Consider in gener
al the i - th balance. 

g i ( x l » x 2 •V - 0 i = 1,2,.., (32) 

According to equation (28) this can be written as 
Κ 

ε . = Σ G. , δ. (33) 
1 j=l 1 J J 

Assuming the hypotesis that ε = Ν (0, 0εε) to be true, 
i f the variable is measured from the mean, using the standard 
deviation as unit, we get a new variable which is called the 
standarized variable. Defining [14] the standarized variable N , 
we have 

ε . - Ε [ ε . ] ε 
Ν, σ [ ε . ] (34) 

σ [ ε ± ] 

where; σ [ ε ] is the variance of the i - th residuom. If we sub
stitute the observed value ε , we find a value of which 
enable us to answer the question whether the test hypothesis 
seems reasonable or not. The c r i t i ca l region of the α - l e v e l 
of significance of the two tailed test is determined by the 
inequality 

ε. 
Ν, σ [ ε ± ] (Ν i , 1 -α ) c r i t i c 

we detect a gross error in equation (33) with a probability of 
occurrence at least 90% i f 

> 1.645 
This simple stochastic criterion is now imbeded in a gener

alized structural search. The set of linearized balance equations 
is represented by a directed bipartite graph. We develop an 
output set assignment with ε . the output from equation i and 
°1» the variables of the set of equations. If the sto
chastic test indicates a gross error in the i - th equation, then 
i t is clearly originating from one of the δ > δ 2 . . . » δ errors. 
Let 

ΔΙ ={δ.| j = 1 , 2 , . . . , Κ and δ. is in the i - th balance} 
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7. S T E P H A N O P O U L O S A N D ROMAGNOLi Operational Parameters 169 

Then i f ε β 0, i t i s clear that the o r i g i n of the gross 
error for the i - t h balance i s not i n the set 

The precedure continues u n t i l the source of the gross error 
has been uniquely i d e n t i f i e d . The method f a i l s to i d e n t i f y 
uniquely the source of the gross error when the source of gross 
error i s struct u r a l l y non-accessible or i t i s part of sets of 
balances with structural s i n g u l a r i t i e s . Both conditions result 
to the lack of structural observability for the source of gross 
error. The complete strategy and i t s implementation can be 
found i n Romagnoli [16]. 

Numerical Examples 

Example 1: Multicomponent Mass and Enthalpy Balances at steady-
state. 

In this example we w i l l apply the method to a process con
sidering multicomponent mass and heat balances. In Figure 4 the 
system under discussion i s shown, which consists of 12 units 
with 28 streams and two components. The system equations are 

Σ a M Μ. = 0 Total mass balance for unit k 
j - i 3 k j 

J 

Σ a #, M. x.. = 0 Component mass balance for unit k 

J 
Σ a # 1 M. Η. = 0 Total heat balance for unit k 

j=l 3 J 3 

The structural matrix and the block diagonal form D are 
given i n Figure From the c l a s s i f i c a t i o n algorithm we obtain 
the subsets M, M2, tL, U 2 of parameters given i n table 1. 

K3 χ3 

M l l,3,4,7,15,25,3(i31 
32,33,34,35,36,37 

1,3,4,7,15,25 1,3,4,7,15,25 

M 2 10,20,24,13 9,18,24,13 11,16,19,22,29,13,24 

ÏÏ1 2,6,8,9,11,14,16 
18,19,22,23 

2,8,6,10,11,14 
16,19,20,22,23 

2,8,6,9,10,14,18,20 
23 

ÏÏ2 
Table 1. The c l a s s i f i c a t i o n of measured and unmeasured 

parameters for example 1. 
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30 
-Θ-CH COND 4 

DIST 
3 

10 

N—H-

3 2 , 33 
REB 6 |-θ-> 

φ 14 

DVDR7 15 HEXR 2W—ι 

DIST 
8 

35 -Θ-CHCOND 9[-θ-0 34 

20 DVDR 10 

36 

22 

REB II hë-t> 

24 
T23 

"WDVDR 12 J HXER I 
FRESH 

FEED 

Mj Xj Hj M E A S U R E D 

Mj Xj M E A S U R E D 

Mj Hj M E A S U R E D 

M E A S U R E D 

Xj M E A S U R E D 
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Figure 4. Flow diagram for Example 1 
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172 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

The subsets E , E 2, E of not assigned equations are 

Ε Ί = 2,5,45 E 9 = 19,25,27,31 E i = φ Ε = <t 
1 46,47,48 L 34,40,44 

The equations with only overmeasured parameters are: 

f l = " l ~ M7 - M15 = 0 

f2 = M A - M 7X 7 - M 1 5X 1 5 = 0 

f3 = M 1 H 1 - M 3 H 3 + M 4 H 4 - M 7 H 7 " M i 5 H : 
f4 = -M4 + M 1 5 - M 2 5 = 0 
f5 = - Μ Λ + M 1 5X 1 5 - M 2 5X 2 5 = 0 
f6 = -M4H4 + M 1 5H 1 5 - M 2 5H 2 5 = 0 
f7 = M 4 - M 3 = 0 
f8 = M4 X4 " M 3 X 3 = 0 

f9 = M30 - M13 " ° 
f i o : • M32 " M33 » 0 

" M34 " M35 = 0 

f 1 2 ! " M36 - M37 - 0 

At this point the size of the problem for the correction of 
the parameters was reduced from a system of 48 equations to a 
system of 12 equations with a l l overmeasured parameters. The 
determination of the system matrices follows d i r e c t l y from here. 

Example 2: Studies on a System Composed of Dynamic Units 
Consider the network given i n Figure 6 composed of two types 

of units: 1) dynamic units 2) nodes, without dynamics with 
n u l t i p l e inputs and outputs. The system i s composed of 11 dynanic 
units, 4 nodes with a t o t a l of 28 streams. The sampled data 
input-output relationships for the dynamic systems have the form. 

ω m a. ί , . ν 
= Σ h u (J) 

y -1 ( ί ) 1 i-1 1 - ζ 1 b . U ; X 

(i) 1 

where: u. 7 : i s the i - t h input to the j - t h unit 
y : i s the output of the j - t h unit 
m : number of inputs to the j-t h unit 

The nodes are described by simple steady-state balance equations 

Σ u / « - E y . « > 
i i X 

C l a s s i f i c a t i o n of the parameters yields the following sets 
K± = {1,3,4,15,24,22,20,19,10} M 2 = {6,8,12,17,26} 
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15 
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Figure 6. Flow diagram for Example 2 

2 5 25 7 9 II 13 14 16 2718 21 23l I 3 4 6 8 10 12 15 17 19 20222426 

Figure 7. Modified (block diagonal) occurrence matrix for the system in Example 2 
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V± = {2,25,5,7,9,11,13,14,27,18,21,23} U £ = φ 
Figure 7 presents the block diagonal form D for the given 

system. The unassigned equations are 

E 1 = Φ ; E 2 = 2,15; E 3 = φ 
Let C = {1,4,7,12,23,24} be the set of the parameters that are 
needed to be known. Following the outlined algorithm we find 
easily that: 

Ό± = {1,4,24,22,20,19} D 2 = {12,6,8} 

D 3 = {3,5,7,9,10,11,13,14,15,16,17,18,21,23,2} 
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8 

Prolegomena to the Simulation of Choked Flow in 

Gas Pipe Networks 

O. A. ASBJØRNSEN 

Norsk Hydro a.s, Porsgrunn Fabrikker, P.O. Box 110, Ν 3901, Porsgrunn, Norway 

The distribution system for pure gases and liquids is a 
classical example of a network system described by large and 
weakly non-linear systems of algebraic equations. The network 
comprises pipes, fittings and valves, pumps and compressors, tur
bines etc., and is subject to boundary conditions at the terminal 
inlet and outlet points. At these points, the pressure or flow 
or both are specified. 

In the steady state simulation and design, the state vari
ables are the flowrates and the pressure drops or terminal 
pressures for each branch of the net. Each of the branches be
tween two nodepoints are described by a mathematical model of 
the hydrodynamics relating the pressure drop to the fluid flow 
between the nodes. The material balance sums up the flow into 
and out of a node no i: 

and the momentum balance in a loop no k composed of a number of 
nodes and line segments gives: 

Several models are used for the pressure drop and fluid flow 
correlation, but the most commonly used for pipes and fittings 
is simply: 

This model is useful strictly for incompressible fluids only, but 
for small pressure changes it may be used for gas networks as 
well. The equations for general network simulation are based on 
eqn (1) and eqn (2) and a variety of models analogous to eqn (3). 
It goes beyond the scope of this paper to elaborate on networks 
with loops, this is dealt with in details by for example Mach (1), 
Gay and Preece (2,3) and Carnahan and Wilkes (4). A variety of 

0-8412-0549-3/80/47-124-175$05.00/0 
© 1980 American Chemical Society 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

00
8

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



176 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

available œmputer programs for the simulation of fluid networks 
are summarized by Petersen, Cheu and Evans (5). 

For compressible fluids at isothermal conditions, more accu
rate computations may be obtained by assiming proportionality be
tween pressure and density, whereby eqn (3) is slightly modified: 

2T,p 
Δ(Ρ2) = f ttte) |w|w; p = poP/Po (4) 

This i s the most ccmmonly used model for natural gas nets, and 
most algorithms for incompressible networks may be used for gas 
networks as well, simply by replacing eqn (3) by eqn (4) in the 
library of pressure drop correlations. There are several commer
ci a l l y available computer programs for gas networks, among vdiich 
the ones frcm the British Gas Corporation (6) and Interccmp (7) 
are found. 

In many gas networks, the net has a special tree structure, 
with one source (a supplier) and several sinks (consumers), as 
illustrated in figure 1. This simplifies the simulation of the 
gas net to a very large extent. A gas net of such a tree struc
ture i s common for the nitrogen purge systems in petrochemical 
plants, which i s the practical example for this analysis. 

The normal load on the nitrogen net meets the specifications 
of the net with reasonable safety margins, but under special cas
eations very high spot loads may occur. In such a case the pres
sure at seme load points may drop below safe limits and cause the 
plants to t r i p out. Hence, the maximum spot load capacity as 
well as the pressure distribution under such a load are important 
for the safety of the plant as a system of interconnected units. 
This kind of information may be easily obtained by simulation, 
as outlined in this paper. 

The simulation of a gas distribution system having a tree 
structure with one supplier may be reduced to a system of 
equations which has as many dependent variables as there are sinks 
or consumers. At each sink, the pressure (pressure control loop 
termination) or the mass flowrate (mass flowrate control loop 
termination) must be specified. The purpose of this short paper 
i s to demonstrate some of the most ccmmonly used mathematical mo
dels for the simulation of a gas net with a tree structure and 
point out seme of the problems which arise i f the net has an over
load, a severe leakage or a bleeding at one point or another lead
ing to choked flow. 

Mathematical models for steady state subsonic gas flew in a 
straight pipe. 

If the pressure drop in a pipeline is reasonable and the 
linear gas velosity i s well below the speed of sound, the accele
ration term in the equation of motion is usually neglected, and 
the pressure to mass flow correlation is described by eqn (4). 
For a given pressure drop the mass flowrate is easily computed 
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by a standard Newton iteration in the flowrate, where the deriva
tive i s simply: 

φ = f (Ite) |w|w - Δ ( Ρ Ζ ) ; f = 
D p o A (5) 

g =2f*(Be)|w| + | w | w T t l 

For a simple tree structured gas net as illustrated in 
figure 1, each branch frcm the source to a sink may be described 
by the pressure drop from the source to the sink, i : 

Σδ. .[If* ] I Σδ. W Ι (Σ δ. W )- Δ (Ρ,2) = φ. (6) j i/D k D/k m D,m m' m 3,m m ι ι 

where the total sum sums over a l l line segments (lines between 
nodes) which are the constituents of branch i . The f i r s t inner 
sum adds up a l l resistance parameters in one line segment, and 
the last sum adds up a l l the sink flows which really pass through 
line segment number j . Some of the flows may be specified, in 
that case the pressure drop at that sink is computed without any 
iterations. For a l l the other unknown sink flows, the flowrates 
are computed by a straight forward Newton- Raphson iteration where 
the Jacobian elements to the equations are simply: 

8φ. * 

i t - f u i l26i.* '? 3.*" f J.A;<3.A> 

This i s usually a very straightforward iteration based on 
the well known equation: 

Δ \ = J m - l V l ( 8 ) 

Some examples from a real nitrogen net are given in table 1 
below. 

If the linear gas velocity through pipe lines, valves or 
other restrictions approach the speed of sound, choked flow may 
occur in the pipe system and the maximum capacity of a branch 
i s reached. Under normal conditions the pipelines are very 
far from choking, but in an emergency case, this may happen. 
Choking of this kind w i l l then normally occur in the last 
part of the branch where there are no more take offs, and i t 
suffice to examine the choking capacity of that part of the 
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Table 1. A simple industrial example showing flowrates in SCM/hr 
and pressures in bar for a nitrogen purge system. 

Branch nr * 
1 

* 
2 

* 
3 

* 
4 

* 
5 Flowrate 2300 60 75 75 300 

Pressure 9.49 9.56 9.55 9.55 9.55 
Branch nr 6 * 7* 8* 9* 10* 
Flowrate 500 160 250 50 551 
Pressure 9.56 9.62 9.63 9.63 9.62 
Branch nr 11 12 13 14 15 
Flowrate 404.7 402.0 166.1 99.1 383.9 
Pressure 1.0 1.0 1.0 1.0 1.0 

* 
Branches with specified flowrate (flowrate control). 
Source pressure 9.7 bar. 

branch. Furthermore, the simulation of a high spot load (choking 
conditions) i s carried out for the other part of the net as 
before, but now with the choking capacity as a specified load at 
the particular sink in question. The examination of the choking 
conditions of a line segment or a single branch is hence essen
t i a l l y reduced to a series of resistances, pipes and restrictions. 

Choking in a straight pipeline. 

If the linear gas velocity approaches the speed of sound, the 
simple mathematical model used in equation (4) breaks down. The 
acceleration term must be taken into account, and the steady-
state equation of motion for a straight pipeline with constant 
diameter may be written (8) : 

p v I f + 5 f p v 2 + H - = 0 ?ξ = 1/L (10) 
Furthermore, the equation of continuity and the equation of 

state eliminate the linear velocity and the gas density: 
w = pv = constant? p = p (Ρ,Τ) (11) 
At seme c r i t i c a l pressure drop, the mass-flux, w, reaches 

a maximum value. This takes place at the exit of the straight 
pipeline and i s described by the general set of equations: 

w z(ln(p o/ P l) + §E(Re)) - / pdP = 0 (12) 

w23P/ap|1 - P l
2 = 0; ap/ap = c±

2 (13) 
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which applies to the choked flow of any non ideal compressible 
fl u i d provided the density function of pressure and temperature 
i s known. 

At this stage i t should be emphasized that eqn (10) strictly 
speaking implies a uniform velocity profile. This does not apply 
to real turbulent flow, but eqn (10) i s a reasonable approxima
tion for the average velocity under subsonic conditions. Under 
sonic flow however, the approximation becomes more doubtful i f 
sonic shocks develop, because the boundary layers play an impor
tant role in such shocks. Nevertheless, eqn (10) is used through
out this paper as the f i r s t order model approximation to get a 
reasonably simple model for industrial computations and for the 
illustration of seme of the main effects of choked flew. 

The derivative of the pressure with respect to the density 
i s usually referred to as the square of the speed of sound, which 
however i s very misleading for two-phase problems and for single 
phase fluids i n an elastic pipe. The velocity c, should rather 
be taken as the speed of propagation of large scale pressure 
transients in the pipeline. 

A few special cases may illustrate choking in the straight 
pipeline. 

a. Isothermal conditions, constant friction factor. In this 
case the pressure and the mass flux may be written in dimension-
less forms: 

x = P.j/Po ; y = W V S L V q and ζ = χ (14) 

At choking flow, y = χ always, and the choking pressure drop i s 
determined by: 

z(2f'-ln(z)) - (1-z) = 0 } f» "f (15) 

If the friction factor, f, approaches zero, then ζ aproaches 
unity as does y. Hence, y i s equal to the Mach number at the 
inlet of the pipeline. In figure 2 is shown how the inlet 
Mach number and the choking pressure drop change with the pipe 
length for isothermal conditions. 

b. Isothermal conditions, variable friction factor. The f r i c 
tion factor f i s not constant, but may be expressed as a func
tion of the Reynolds number and the surface roughness of the 
pipe, by a Moody (9) or Fanning (10) chart: 

f 1 (Ite) = £ ψ (Ite) ; Re = (Re) Sz (16) 
u s 

where the sonic Reynolds number at the inlet of the pipeline 
i s : 

(Re) s = cp Q D/y (17) 
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Intxoducing the general correlation for the friction factor 
suggested by Churchill (11), figure 2 shows how the choking con
ditions now depend on the pipe length for isothermal conditions 
and variable friction factor. As i t is seen, the effect of the 
variable friction factor i s negligible. 

c. Adiabatic conditions, variable friction factor. Under adi-
abatic conditions, the relationship between the linear gas velo
city and the temperature may be expressed by the enthalpy (12) : 

2 2 — 
ν = v Q + 2c p(T Q-T); v Q = c y ; y = w\£F/E>o (18) 

provided the specific heat capacity at constant pressure i s 
constant and c i s the isothermal speed of sound at the inlet of 
the pipe. Introducing the dimensionless temperature u, gives: 

2 2 
u 2 + 2a ~ u - (x 2 + 2a \ = 0; u = T/T (19) 

2 2 Ο 
y y 

and the conditions for maximum mass flux i s : 
2 1 

y z ( f - In (x/u)) - / ζάζ/η(ζ) = 0 ? ζ = P/PQ (20) 
χ 

η (ξ) = [1 + A + ν2(2α+ν 2)/ξ2]α/(2α + y 2) 

a = C p/R 
y 2u - x 2 - x 8u/3x = 0 (21) 

Eqns (20) and (21) are solved simultaneously by the Newton-
Raphson iteration with respect to the two unknown variab
les y and x. The results are shown in figure 2 where the choking 
pressure drop and the temperature are shown as functions of the 
pipe length. The deviation between the isothermal and adiabatic 
mass flux at zero pipe length reflects the ratio between the 
adiabatic and isothermal speed of pressure propagation. Further
more, at a pipe length of about 100 diameters, the discrepancy 
between the various models to predict the mass flux is not very 
significant. 

d. Isothermal flows with a series of restrictions. A series 
of restrictions may be a line segment (between two nodes) with 
valves, orifices, pipes with different lengths and diameters 
etc. If the pressure drop across this line segment is below 
c r i t i c a l , the flow in this line segment will be everywhere sub-
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sonic. According to eqn (20) the mass flux through element 
number i under isothermal conditions i s : 

x., 
2 = / dC/tf. + ln(x /x )) (22) 

y i x. 
ι 

Then the intermediate pressures are given by the set 
of equations expressing constant mass flow at steady state: 

9 ο ? ? L. WD. 
A i y i = A i + l y i + l ' D i * ( 2 3 ) 

leading to: 
2 2 2 2 

X. τ — X. X. — X., τ 
, n l - l ι 0 ι l+l n f 0 A y 
φ1 " f!+ 1η(χ./χ.) * B i f ! + 1 + ln(x./x i + 1) " 0 ( 2 4 ) 

" l W χ ο = 1'. χ η = Ρ Λ ' β 1 = Α Ι ΐ / Α 1 
Eqn (23) i s a second order nonlinear difference equation 

the Jacobian of which is easily established as a regular tridiago-
nal matrix with a dcminating diagonal, similar to system matrices 
found in the simulation of disti l l a t i o n columns. The analytical 
derivation of the Jacobian and the Newton-Raphson iteration is 
t r i v i a l . In figure 3 i s shown an example vfaere the intermediate 
pressures are plotted as functions of the total pressure drop 
across the line segment. The example is a r t i f i c i a l l y chosen 
such that a l l ε-parameters are the same, i.e. : 

2 
= constant =1.0; i.e. [LA /D] = constant (25) 

and a l l the γ-parameters are the same, i.e. the pipe cross sec
tion increase as geometric progression: 

= constant = 1.2; i.e. A = 1.2 A - (26) 

Notice the approach to maximum mass flux. 
If the total pressure drop increases, choked flow w i l l occur 

in one of the restrictions along the line, usually the last. 
The normalized mass flowrate is then: 

y 2 = ( Ι - χ / ί ε . + γ η ί χ . / χ ) ; y = W / ( P Q A o ) (27) 

ε.= f».β.; γ. = Α 2 /Α 2 

ι ι ι 1 Ί ι+1' 

where choking conditions satisfies the criterion: 
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or equivalent ly: (28) 

At this stage one may continue with an analytical derivation 
of the mass flux with respect to the pressure drop: 

where the n-1 derivatives in the last sum are computed from the 
n-1 equations specified by eqn (23) : 

Eqn (29) may be included into the Newton-Raphson iteration 
as the n-th equation to determine a l l the intermediate as well 
as the final pressure. This however, requires subsequent deriva
tion of the extra row in the Jacobian by the differentiation of 
eqn (29) with respect to the vector χ of a l l pressures. This 
leads to f a i r l y involved algebraic expression, so the quickest 
and safest method of calculating the choked flow conditions in 
the line segment i s by a simple single variable optimization of y 
from eqn (27) with respect to the final pressure. The vector χ 
i s computed from eqn (24) by the straight forward Newton-Raphson 
iteration for each step in the single variable hillclimbing. 

In figure 4 and 5 i s shown the effect of inserting a longer 
pipeline in a line segment subject to choked flow. The configu
ration of the expanding pipes i s the same as given by eqn (25) 
and (26), but the length of the front pipe is changed frcm zero 
to ten times i t s original value in figure 4. In figure 5 the 
length of the rear pipe i s changed over the same range. As i t 
is seen, the effects of the extra pipeline on the total mass 
flew i s not the same, and this may be of v i t a l importance for 
safety valve and flare installations as well as for the limiting 
choking capacity of pipelines in general. 

Conclusion 

By the use of extremely simple models for the gas flow in 
pipelines, i t has been demonstrated how important the acceleration 
term becomes when sonic conditions are approached in a gas network. 
This term i s usually neglected i n most design computations, tut 
the simple examples in this paper show that this may not be just i 
fied. 

The numerical approach and the computational algorithms may 
be further developed along the lines suggested in this paper, and 
the problem of choking i s found to be a very significant one in 

η n-1 , dx± γ 
Σ (ε.+γ.ΐηίχ./χ.)) - (l-x 2) ( Σ ( y , (29) 

i=l i=l i n n 

3x λ 3φ 
3x = J ~ l x η ι η 

(30) 
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flare gas systems, safety relief systems and purge systems for 
emergency. Further experimental results may be reported at a 
later date. 
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List of symbols 
A cross-section of flow 
c speed of propagation of pressure transients 
c specific heat capacity at constant pressure 
c j " " " " " volume 
D pipe diameter 
f friction factor 
i,j,k,m,o indices 
η number of elements in a line segment 
Ρ pressure 
R gas constant 
Re Reynolds number 
Τ temperature 
u dimensionless temperature 
ν linear gas velocity 
w mass flux 
W mass flowrate 
χ dimensionless pressure 
y dimensionsless mass flux, isothermal Mach number 
3,γ,ε line segment parameters as explained in text 
6 Kronecker variable, 0 or 1. 
μ gas viscosity 
p density 
Φ residual function 
ξ dimensionless pipe length coordinate 
ζ dimensionless pressure 
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9 
Reaction Path Synthesis in Industrial Chemistry 

R. B. AGNIHOTRI 
AAA Technology, Houston, TX 77036 

R. L. MOTARD 
Department of Chemical Engineering, Washington University, St. Louis, MO 63130 

Many industrial researchers would like to have the capability 
of outlining the various alternative routes a process could take. 
Some would like to predict all the products or byproducts formed 
in a process while others might be interested in exploring the 
different ways to synthesize a particular compound. In recent 
years the field of computer-aided organic synthesis has become 
increasingly sophisticated. Chemists, in conjunction with comput
er scientists, are trying to construct synthetic steps leading to 
the formation of complex molecules from simple starting reactants. 
These attempts fall more or less into two broad categories (1, 2) 
i) the direct-associative and ii) the logic centered approach. 
In the direct-associative approach the chemist has available a 
number of subunits which he can bring together using standard 
laboratory reactions with which he is already familiar. This 
empirical approach is obviously limited to known reactions and 
subunits. The logic-centered approach on the other hand consists 
of the generation of sets of intermediates which form a synthetic 
tree which is used to lead to the target molecule. The different 
branches of this tree are the alternative routes one would choose 
or reject. In practice, most chemists use an approach which is a 
mixture of both. 

A number of different systems have been developed to conduct 
computer-aided organic synthesis. Of these, one of the most ex
tensive projects is LHASA (3 - 11). The method starts from a 
target molecule and derives a set of precursor molecules which can 
be expected to be converted to the target by one synthetic reac
tion or a simple sequence of reactions. Each precursor molecule 
so generated serves as the next target and the procedure is 
repeated, thus generating a tree of synthetic intermediates. Each 
precursor is somewhat simpler than its parent target molecule. 
The analysis terminates when those precursors are found which are 
considered to be relatively simple or readily available. 

This analysis is termed "retrosynthetic" or "antithetic" 
because it runs counter to the laboratory route which is termed 

0-8412-0549-3/80/47-124-193$05.00/0 
© 1980 American Chemical Society 
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"synthetic." A process in the antithetic direction is called a 
"transform" while a process in the forward synthetic direction is 
a "reaction." 

The chemical transforms are the heart and soul (11) of LHASA 
which has a database of over 600 common chemical reactions. This 
feature, ironically, shows its limitations. The empirical infor
mation about known chemical reactions limits the generation of 
synthetic pathways. The value of LHASA, however, is in i ts 
abil i ty to investigate a l l possible known synthetic routes, a 
task which a chemist would find exceedingly tedious. 

Gelernter et al (12, 13) developed a program SYNCHEM to pro
duce reasonable problem-solving trees containing a high density 
of complete and satisfactory synthesis. Like LHASA, this also 
depends a lot on empirical chemical transforms. 

Hendrickson's (14, 15, 16, 17, 18) approach is much more 
systematic. An organic molecular structure is viewed as a collec
tion of functional sites arranged on a skeletal latt ice. The most 
important step in synthesis is skeletal construction. Creating 
functionality by attaching or replacing functional groups, i . e . 
functionalization steps, are primarily necessary to prepare the 
next construction step. Ideal synthesis would eliminate discrete 
refunctionalization steps altogether since each construction step 
would leave just the right functional groups on the skeleton for 
the next construction step. Hendrickson has invented a complete 
library of generalized reaction paths, independent of empirical 
named organic chemistry, to be executed without computer assis
tance. With his notation and strategy he can teach organic 
synthesis methods. 

SECS(19, 20) was developed by Wipke and coworkers to focus 
on stereochemical features originally missing in LHASA, however 
stereochemical features were introduced into both programs at the 
same time. REACT (21) uses LHASA chemical transformations to 
generate complete reaction paths which are constrained to use 
industrially available intermediates whose prices appear in the 
Chemical Marketing Report. 

A basic difficulty that we find with the LHASA - SECS - REACT 
strategies is that the reaction paths are more typical of a dis
crete step-wise laboratory procedure. The use of named organic 
chemical transforms leads to a bench scale procedure. Reactions 
of industrial interest on the other hand are generally carried on 
in one to three continuous steps, with a minimal use of reagents 
and purification steps. Solid catalyzed vapor or liquid phase 
reactions are favored. Intermediates and raw materials are far 
more limited in variety on the scale of industrial production. 
We are also dealing with simple molecules. Frequently, the issue 
is simply how can one produce a desired set of products from 
limited available set of raw materials. Reaction paths should be 
short and highly selective otherwise the purification steps de
stroy the economics of the process. Separations, principally 
dis t i l la t ion, already consume 50% of the energy used in the 
petrochemical industry. 
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Our goal is to identify, on the basis of thermodynamic 
feasibil ity, the most effective paths between specific reactants 
and specific products. Side reactions which are equally or more 
feasible than the desired reaction steps are candidates for 
inhibition either through an appropriate choice of operating 
conditions or the design of a catalyst or other reaction technol
ogy. Since we do not wish to be hampered in the search for 
reaction paths by an allusion to laboratory-based organic 
chemistry we are attracted to the work of Ugi and co-workers 
(22 - 28) as the most powerful general representation for reac
tion synthesis. Since the CICLOPS, EROS and MATCHEM programs 
were not available we developed our own building block package 
based on Ugi's work, called CHIRP, as the inner core routine for 
the ultimate total system that we envision. 

This paper is a report on the first phase of the project. 

Connectivity Matrix Approach to Organic Synthesis 

Ugi et al (22, 23, 24) perceived an underlying mathematical 
model of constitutional chemistry (24) in that there was some 
order in the relations between chemical systems. They extended 
the concept of isomerism (of molecules) to isomerism of ensembles 
of molecules (EM). The left and right sides of chemical equa
tions refer to individual EM belonging to the same family of 
isomeric ensembles of molecules (FIEM) i . e . a l l chemical reac
tions occur within the same pertinent FIEM. The atoms in a FIEM 
remain the same, the relationships between them may change to 
give different isomeric EM. A multistep synthesis can be looked 
upon as a sequence of isomeric ensembles of molecules which 
begins with the set of starting materials EM and ends with the 
target molecule and a l l byproducts which are formed, EM£. 

The chemical constitution of an EM is represented by a "be11 

matrix ["bond-electron" matrix]. A be-matrix Β representing an 
EM(B) consisting of η atoms is an nXn matrix with integral 
entries where the off-diagonal entries b-j represent covalent 
bonds between the atoms A and Aj , and the diagonal entries 
correspond to the numbers of free unshared valence electrons on 
the atom A-. It is easy to see that Β is symmetric, that the 
row/column sums, b i = T.b±A = Σbλ are the numbers of valence 

j J j J 1 

electrons belonging to the atom A and the cross sums c = 2b 
- b u are the overall numbers of electrons in the valence shell 
of the atom A . Two be-matrices represent the same EM if" they 
are interconvertible by permuting the atom indices i . e . permuting 
the rows/columns. 

If Β is the be-matrix for the starting materials, and Ε the 
be-matrix for the end products in a chemical reaction, the chemi
cal reaction B->E is represented by a reaction matrix R = Ε - B. 
Since R is the difference of two symmetric matrices, i t is also 
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symmetric. The entries r j = rj of an R-matrix indicate which 
bonds are made and broken as well as the changes in the distribu
tion of free electrons. The off-diagonal entries r-jj ( i φ j) 
indicate how many bonds between A- and Aj are made (+) or broken 
(-). The diagonal entry r indicates how many free electrons 
A-£ gains (+) or loses (-). Each reaction matrix represents a 
class of chemical reactions with the same electron redistribution 
pattern i .e . an R matrix is an "electron-pushing" device. Each 
reaction matrix represents s type of chemical reaction which is 
independent of the individual reaction systems. 

The application of the be-matrices and R-matrix is i l l u s 
trated by the following example (25) of the conversion of 
α-hydroxy acetonitrile (1) into its components (2) and (3): 

: 0, — H c 

H 6 - ? 3 - C 4 = N 2 : + H 6 - ? 3 + H
5 — C4 = N 2 : 

Ί "7 
α-hydroxy acetonitrile(1) Formaldehyde(2) Hydrogen Cyanide(3) 

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 
Γ 

1 
2 
3 
4 
5 
6 
7 

Β - E ( 1 ) R Ε - E ( 2 ) + ( 3 ) 

[The zeroes have been omitted from these matrices.] 

Since an EM cannot have negative integer entries i t is 
obvious that only that R matrix can act on the matrix Β in which 
r-jj has negative integers such that | r y | < b- j . This f itt ing 
requirement for an R matrix can be used in the manufacture of 
R-matrices. 

Description of the CHIRP Program 

As a preliminary step towards computer-aided investigation of 
reaction paths where reaction conditions could be prescribed to 
satisfy the needs of a particular process, i t was felt necessary 
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9. AGNiHOTRi AND MOTARD Reaction Path Synthesis 197 

to develop a procedure to generate alternate reaction paths many 
of which may not be obvious in non-aided design. CHIRP (Chemi
cal Engineering Investigation of Reaction Paths) is the i n i t i a l 
outcome of such efforts and serves to find alternate reaction 
paths, products and byproducts for a given process. 

Our objective is to look at a l l the possible products or 
byproducts emanating from a given reactant set and undergoing a 
given process. Once we have the various paths leading to the 
different products we can choose to promote some paths and to 
inhibit others by influencing the reaction conditions. This is 
essentially a forward search strategy. We did not want our 
choices to be limited by the data input and bias of the user, 
because that would detract from the value of the free search. 
Ugi 1s (24) R-matrices, therefore, offered us a valuable tool to 
investigate the tremendous number of reaction paths, each a 
result of a simple algebraic manipulation of the atoms and bonds 
contained in a reactant set. 

In searching for a notation for the representation of chemi
cal compounds we found that both the Wiswesser Line Notation and 
the IUPAC (i .e . Dyson) notation were inadequate to the problem 
of recognizing unknown molecules generated by structural re
arrangements. The representation of molecules is thus based on 
the concept of a connectivity matrix of atoms as described by 
Ugi (22). This representation allows us to code a given molecule 
in a unique linear form suitable to computer storage, to apply 
transformation ( i .e . reactions) on the molecule and then to 
recognize the product molecules by comparing them against a 
catalog of compounds. 

In our system, chemical reactions correspond to the selec
tive manipulation and rearrangement of the bonds between atoms in 
the reactant set, i . e . reactant matrix. This rearrangement is 
directed by some preselected R-matrices. The resultant product 
matrix is f irst sorted to yield separate and distinct product 
molecules that are subsequently checked against the compound 
catalog. The system is flexible enough to accommodate new 
molecules that may be formed during a reaction but which do not 
currently exist in the compound catalog. 

Concurrent with the process of reaction and product forma
tion are the evaluation and restriction procedures built into 
CHIRP. These procedures are designed to: 

i) eliminate those reactions that generate compounds 
deemed unstable on chemical valence cr i ter ia , 

i i ) prevent formation of redundant product sets. Specifi
cally, a) no product sets which contain molecules 
already present in the reactant set are saved and b) 
product sets that are identical to previously generated 
sets are eliminated, 

i i i ) eliminate those reactions which involve reactant sets 
(or their equivalent atoms) that have already been 
reacted. 
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iv) eliminate reactions which involve 
a) replacement of an atom set by an equivalent atom set 
b) replacement of a monatomic element by one of the 

same species 
As is evident, these restrictions serve to limit the pro

fusion of unnecessary and redundant computer output. The 
modular structure of the program permits us to add to or sub
tract from the current bui l t - in limitations depending on new 
available information. 

Despite the limited number of R-matrices we have made avail
able for reaction and the restriction procedures outlined above, 
the number of products generated is tremendous. In order to 
restrict these reactions along fairly identifiable patterns i t 
was felt necessary to channel reactions along pre-ordered lines. 

The R-matrices that can act on a reactant matrix Β must 
contain negative integers r j j such that | r j | < b-jj. The nega
tive entries in R represent the bonds broken in the reactant set 
represented by B. We can restrict reactions by specifying which 
bonds must be broken in any reaction. We can also augment the 
reactant set by a specified species such as hydrogen or chlorine, 
etc. These two above requirements are specified by a 'reaction 
block.' There are 9 reaction blocks currently in the system. 
These are hydrogénation, cracking, oxygenation, alkylation, 
hydration, halogenation, dehydrogenation, dehydration and dehydro-
halogenation. Every reaction must involve the breakage of the 
bonds that the applicable reaction block has flagged as breakable. 
The reaction block restriction is very flexible and new reaction 
blocks can be added to the system. 

The system has the capability to carry on the reaction to the 
desired number of stages. The first stage is the application of 
the R-matrices to the starting reactant set. The specified 
reaction block wi l l cause a certain number of bonds to be flagged 
as breakable and may add some additional desired reactants. After 
the reaction is over, we wi l l obtain many product sets, each such 
set having one or more product molecules. The question now is -
what constitutes the reactant set for the second stage? In a 
closed environment many reactions are possible, reactions involv
ing each reactant only, a l l reactants, reactant-product, product-
product, etc. A suitable choice is to isolate those product sets 
that are thermodynamically the most feasible in terms of least 
Gibbs free energy of reaction. The user can specify the number 
of such sets. In each of these sets we select a number of mole
cules that are the largest in the product set. The assumption 
here is that size is an indicator of the complexitv of the mole
cule and that the user is interested in the more complicated 
molecules to reduce the length of the reaction path. These 
selected molecules are then stacked in the reactant pile for the 
next stage. 

In the next stage, each of these molecules undergoes the 
same reaction that the parent reactant set underwent, e.g. i f the 
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parent reactant set was one molecule of 1,3 butadiene and the 
reaction block desired was hydrogénation with the addition of one 
(user specified) molecule of H 2 , one typical product would be 
1-butene. In the next stage, 1-butene would be combined with one 
molecule of hydrogen to give one molecule of η -butane. This pro
cedure is repeated at every level. The program terminates when 
either i) the specified number of stages are completed or i i ) 
there are no more available compounds to be placed in the reac
tant pile for the next succeeding level (stage). The second 
alternative stems from a situation where either the set of break
able bonds is empty of when no products were formed at the 
previous level. 

Two items are central to the CHIRP system. These are i) the 
compound recognition algorithm and i i ) the R-matrices that are 
applied on reactant sets. These are discussed in turn. 

Compound Recognition 

When we 'react 1 the starting molecules and obtain a product 
set i t is imperative that the product molecules be isolated and 
numbered in a unique manner so that they can be recognized. 
Previous researchers (25, 27) have presented algorithms for linear 
( i .e . acyclic) molecules and the latter paper (27) gives an 
example for a simple ring molecule. We have developed an algo
rithm for a unique representation of molecules. It is divided 
into two parts, one for acyclic molecules and the other for 
molecules containing rings. The acyclic part is inspired partly 
by the Wiswesser Line Notation in that i t isolates the longest 
chain and partly by the Barkley and Motard (29) technique for 
finding tear streams in a complex flowsheet in that successive 
precursors are found for each atom, the last precursor being the 
center of the longest chain. Details of this method are given in 
Agnihotri (30). The algorithm for compounds containing rings is 
extremely versatile. It can uniquely number atoms in any ring 
system. There are no restrictions on the number or order ( i .e . 
number of edges) of the rings. The rings can be simple, fused, 
spiro, bridged, etc. or they may have linear segments in them. 
There is also the advantage that we can easily represent, recog
nize and number resonant aromatic structures without any loss of 
generality in positioning the double bonds contained therein. 
Again, details are given in the above reference (30). 

Classification of R-Matrices 

Since an R-matrix represents an electron or bond redistribu
tion pattern, i t can represent not only one specific reaction but 
a general class of reactions. Because of the properties of 
R-matrices, they may be grouped in several classes. Brandt, et al 
(28) have defined an R-category as an equivalence class of chemi
cal reactions which have in common the same electron relocation 
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pattern and certain features of the participating bond systems. 
An irreducible R-matrix is one that does not have a row/column 
containing a l l zeroes. Any two chemical reactions which are 
represented by the same irreducible R-matrix belong to the same 
R-category. The Brandt categories are characterized by R-matri
ces which may have up to three off-diagonal pairs of positive 
and negative entries. 

We have concentrated on a restricted chemistry (24) and the 
constraints imposed on the R-matrices involved therein are: 

1) The R-matrix is symmetric 
2) The diagonal elements = 0 (no unshared electron 

redistribution 
3) The sum of every row/column is zero 
Since the off-diagonal entries r-jj ( i φ j) represent the 

change in bonds between atoms A± and Aj , the absolute sum of a l l 
negative entries equals the absolute sum of a l l positive entries, 
i . e . the number of bonds broken equals the number of bonds made 
(= M). 

In restricted chemistry, no atom carries a net charge. 
Hence any diagonal entry for an atom in a BE matrix wi l l be the 
free pair of electrons the atom possesses. Thus, the diagonal 
entry for Nitrogen could be 2 whereas for Hydrogen, Chlorine 
and Carbon, etc. i t is zero. As a consequence, a reaction matrix 
in restricted chemistry wi l l have a l l diagonal entries zero and 
each row sum equal to zero. Dugundji and Ugi (24) came to the 
following conclusions about R-matrices in restricted chemistry. 
If LR(n) be the set of a l l η χ η symmetric integral matrices with 
a l l diagonal entries zero and each row sum equal to zero, then 

LR(n) is a free Abelian group of rank n(n~-*). 

This means that there are — — distinct basic reactions in 
the restricted chemistry of an η-atom FIEM, a l l others follow by 
linear combination. This criterion leads to another obvious 
theorem that there is no nontrivial restricted reaction matrix for 
η < 3. Hence, the lowest order possible is for η = 4. 

Using these conclusions, we have classified irreducible 
R-matrices in restricted chemistry into R-categories. The termi
nology is so chosen as to conform with that of Brandt, et. a l . 
(28). 

The nomenclature for describing an R-category is given by 
RMMNi, where 

M: Number of bonds broken/made. 
N: Number of atoms involved in the reaction. 
i : An integer denoting a sub-category i f more than one exist. 
In the following discussion, (we wi l l develop R-categories by 

a process of logical deduction). Henceforth, we wi l l refer to an 
irreducible R-matrix simply as an R-matrix. A l l R-matrices that 
can be obtained by a simple row/column transposition fa l l into the 
same R-category. There are some general conditions governing the 
composition of an R-category. The designated bond associated with 
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each participating atom has to be broken. If not, that bond is 
redundant because i t wi l l not contribute to the R-matrix, Also, 
since any atom has to have bonds broken i t w i l l have to have the 
same number of new bonds made, or else the sum for the row/ 
column corresponding to that atom wi l l not equal zero. A l l desig
nated atoms have to participate in the R-matrix otherwise the 
R-matrix is reducible by eliminating null columns and null rows. 

There are certain existence requirements for an atom set of 
an R-category. We wi l l refer to valency of an atom.as the number 
of its designated bonds participating in the R-matrix. Other 
bonds associated with the atom but not taking part in the reaction 
are of no concern to us. 

In an R-category RMMN, 
let S = number of monovalent atoms 

S 2 = number of divalent atoms 
S r = number of r-valent atoms 

S 1 + 2 S 2 + 3 S 3 + . . . . + rS r . ". Number of bonds = = M 

for r < M 

r 
2 M = Σ ±S± (1) 

i=l 

Also, Si + S 2 + . . . . + S r = Ν for r < M 

r 

or, Ν = Σ S± (2) 
i = 1 

Subtracting (2) from (1) yields 

r 
2M - Ν = Σ (i-1) S± for R < M ( 3 ) 

i=l 
Taking into consideration the number of atoms participating 

in the vast majority of reactions and the fact that higher R-
matrices can be represented as combinations of simpler R-matrices 
(25), we have limited Ν to 6 and M to 4. 

Given that the minimum value of Ν can be 4, the minimum 
value of M has to be 2 since for Ν = 4 four atoms are involved and 
so the minimum number of bonds that can be broken is 2. 

We wi l l now investigate the R-category, R224. 

R224 

M = 2 
Ν = 4 
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Using eqn (3), 

2M - Ν = (2) (2) - 4 = 0 = S ? + 2S + . . . (r - 1) S 
J Γ r < M 

• . S 2 = S = . . . = = 0 

Only monovalent atoms are involved... S 1 = Ν = 4 

Let us say we have four atoms, A, B, C and D. 
Assume that these four atoms are arranged in a configuration 

that we wi l l refer to as the reactant set. Then a product set is 
simply another configuration of these four atoms. The new con
figuration does not contain any of the relationships (bonds) of 
the old one but has an entirely different bond structure. Thus, 
the transformation from one configuration to another is actually 
the R-matrix which has broken 2 bonds and formed 2 new ones in an 
atom set involving 4 monovalent atoms. This R-matrix obviously 
belongs to the category R224. If we have a reactant set that 
cannot be arranged in another configuration, no R-matrix is 
possible. 

An interchange of the rows/columns of an atom set creates a 
situation where new configurations are possible. We also have 
the possibility of the same atom set arranged in different struc
tures. Given an atom set for a given RMMN we can easily find the 
various possible structures by using a simple enumeration tech
nique. Actually these structures cause the various sub
categories within a given R-category. 

Structure Generation for the R224 category is illustrated 
below: 

R224: We have 4 atoms, A, B, C and D, a l l monovalent. We 
wi l l l i s t their bonds in linear order such that 1 represents a 
single bond between the 2 neighboring atoms, 2 represents a dou
ble bond, 0 for no bond and so on. The valency of an atom is thus 
the simple addition of the bonds adjacent to i t 

For R224, since we have 4 atoms, 
i) No two adjacent entries can have a sum greater than 1 

since a l l atoms are monovalent 
i i ) The number of such bonds can at best be 3 i . e . N-1 

i i i ) The extreme positions have to be nonzero 
iv) No two adjacent entries can be zero. 

For a given ordering of the atoms, the possibilities for bond 
positions P- are: 

A B C D 
* PI ' P2 * P3 
• . ...1 . 0 . 1 
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This is the only structure possibility that meets the condi
tions set above. This translates to 

A Β C D 

This is the only structure possible. 
Can we obtain other configurations by reordering the various 

atoms involved? The problem is one of selecting distinct 2-
tuples from a set of 4 elements which lead to 6 ways of selecting 
2 distinct elements from 4. 

Since by selecting 2 elements we automatically select the 
remaining 2 elements, the number of distinct sets is 3. The 3 
distinct configurations are 

(1) A - Β C - D 
(2) A - C Β - D 
(3) C - Β A - D 

The bonds in each of these sets are distinct from the other 
two. 

We can now safely say that R224 exists. In the transforma
tion 

A - B + C - D -> A - D + B - C 

the R-matrix is given by: 

A B C D 
A V -1 +1 
Β - i \ +1 

C +1 -1 

D +1 -1 

If we enterchange columns and rows C with D but not the 
labels we wi l l get another product set and hence another R-matrix. 
Both of these R-matrices, however, belong to the same R-category 
R224. 

There can be no cases where Ν can be greater than 4 in R22N 
because i f we had 5 atoms, one would be redundant and would be 
deleted to yield a matrix of order 4. 

Similar considerations lead to the generation of the follow
ing additional R-categories: R335, R336, R444, R4451, R4452, 
R4461, R4462, and R4463. Typical reaction patterns are: 

R335: I - J + X - Y - ζ I - Y - J + X - ζ 
R336: I - J + κ - χ + Y - ζ I - K + J - Y 
R444: I = J + X = Y -> I = Y + J = X 
R4451: I = J + X - Y - ζ -ν Y = J + X - I - ζ 
R4452: I = J + X - Y - ζ χ - I - Y - J - ζ 
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R4461: I - J - K + X - Y - Z - > I - Y - K + X - J - Z 
R4462: I = J + K - X + Y - Z - > K - I - X + Y - J - Z 
R4463: I - J - K + X - Y - Z + X - J - Y - I + K - Z 

Example 

A typical result of the current program involves the oxygena
tion of propylene at 400K. R224, R335 and R336 are not applica
ble. Using R444 the product set is formaldehyde and acetaldehyde 
with a reaction free energy of -74 Kcal. Using R4451, there are 
7 product sets of which two have the most negative free energy: 
vinyl alcohol and formaldehyde (-199 Kcal); acrolein and water 
(-85 Kcal). This completes the first stage reaction steps. 

At the second stage, the oxidation of vinyl alcohol yields 
formaldehyde and formic acid (48. Kcal) using R444 and five prod
uct sets using R4451 of which only ketene and hydrogen peroxide 
(118 Kcal) maintains an overall reaction free energy that is 
negative. The oxidation of acrolein yields 9 product sets, only 
two of which are of interest: vinyl alcohol and carbon dioxide 
(-237 Kcal); ketene and formic acid (-83 Kcal). 

The thermodynamically favored reaction paths for one- or two-
stage oxidation of propene are: 

°2 
1. propene • vinyl alcohol + formaldehyde (-199Kcal) 

2. propene • acrolein + water • vinyl alcohol + 
carbon dioxide (-322 Kcal) 

3. propene — - — • acrolein + water — • ketene + formic 
acid (-168 Kcal) 

Conclusion 

In CHIRP, we have essentially used a forward breadth-first 
search. This is necessary i f our goal is to look at the various 
product alternatives, any of which could be promoted (or inhib
ited) by a proper choice of reaction conditions. Today we can 
vary only the temperature to guage the effect on the free energy 
of reaction. We hope, however, that CHIRP when completed should 
be able to suggest other reaction conditions, including catalysts, 
for a process that converts some known starting materials to some 
desired products. Care must be taken to ensure that a proper bal
ance is maintained between the empirical constraints inserted to 
make the system more accurate and the abil i ty to search for a 
wide range of alternatives. 
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10 
Design of Optimizing Control Structures 

for Chemical Plants 

GEORGE STEPHANOPOULOS—Department of Chemical Engineering and 
Materials Science, University of Minnesota, Minneapolis, ΜΝ 55455 

YAMAN ARKUN—Department of Chemical and Environmental Engineering, 
Rennselaer Polytechnic Institute, Troy, NY 12181 

MANFRED MORARI—Department of Chemical Engineering, 
University of Wisconsin, Madison, WI 53706 

Control objectives for a chemical process originate from 
certain regulation tasks (i.e. product quality control, material 
balance control, safety, environmental regulations, etc.) and 
economic objectives (i.e. optimizing the economic performance). 
Such a classification of control objectives automatically for
mulates the different design activities for the regulatory and 
optimizing control structures. 

In the previous process control structure synthesis methods 
(1,2,3,4), the distinction between the different classes of 
control objectives and its impact on the design of the plant 
control structure have not been addressed. Articles representing 
the industrial views have recently indicated that the steady
-state optimizing control constitutes the most fruitful control 
practice in the chemical process industry (5,6,7,8), whereas 
regulation of the chemical process units is accomplished by the 
practicing engineers with satisfactory degree of acceptance. 
Nevertheless, there has been no systematic approach towards the 
design and implementation of optimizing control structures. In 
the absence of any theoretical foundations and practical ramifi
cations, the designer relies on his operating experience and 
intuition to select an optimizing control policy without exploring 
all the viable alternatives. In the present paper, we will lay 
down the theoretical foundations for the synthesis and design of 
steady-state optimizing control structures for chemical processes. 
The implementational problems will be also addressed to develop 
practical control strategies for the on-line application of the 
optimizing controllers. 

Optimum design of chemical processes dictates that the 
optimal operating point of a well-designed plant lies at the 
intersection of operating constraints (8-15). Furthermore, 
current industrial practice indicates that the optimal operating 
point switches from the intersection of one set of active 
constraints to another as process disturbances change with time 
(8-18). Such a dynamic evolution of the process operation 

0-8412-0549-3/80/47-124-207$05.00/0 
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constitutes the major thrust for the successful implementation 
of an optimizing control strategy. 

Formulating the Optimizing Control Problem for a Single Unit 

The optimization problem for the single unit considered as 
a self-standing plant is to determine the optimal operating point 
when the values of a set of external disturbances change. 

The Steady State Optimization Problem. For a set of slowly 
varying external disturbances, we assume that the process is at 
pseudo-steady state. Then, the following static optimization 
problem can be formulated: 

Min <i>(x,m,d) 
m 

Objective function 

subject to 

(Pl) h(x,m,d) = 0 
g(x,m,d) £ b 
r(x,m,d) = r d 

-d + d* = 0 

System's State equations 
Process Design Constraints 
Regulatory Control Tasks 
Disturbance Specifications 

where χ is the vector of states, m is the vector of manipulated 
variables, and d is the vector of "slow" disturbances with major 
economic impact on the optimal process operation. 

Selection of Process Controlled and Manipulated Variables. 
At the calculated optimum X* = (x*,m*,d*) of the above problem 
(Ρχ), some of the inequality constraints wi l l be active. The 
regulatory control objectives and the active design constraints 
( i .e . g ) at the current optimum wi l l constitute the class of 
primary controlled variables denoted by c p , i . e . 

p 
c (x,m,d) 

r (x,m,d) ' Ρ c r (x,m,d) 
reg 

gA(x,m,d) c P „ opt 

Some manipulated variables, mD, wi l l be selected by the algorithm 
in (19) to control c p , which wi l l partition the vector of the 
manipulated variables: 

[ m D 
~T\ m ] with dim(mD) = dim c 

The available extra degrees of freedom at the optimum are: 

dim (in) = dim(m) - dim(cP) 
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Let us now define; 
χ 
d and f = 

h(x,m) 
c (x,m) -
- d + d* 

The Lagrangian Formulation and the Kuhn-Tucker Conditions. 
Formulate the Lagrangian function for the problem (Ρχ) , 

L(x,m,X) = φ(χ,ίη) - À T f (x,m) - Ag I A(x,m) 

where; is the vector of Lagrange multipliers for the 
equality constraints f(x,in) = 0, 
is the vector of Kuhn-Tucker multipliers for the 
inactive design constraints g I A(x,m) < 0. 

The Kuhn-Tucker conditions for the minimum are: 

IA 

m dm dm am λΙΑ " 0 χ " 3x 3x λ 3x 
IA 

λ Ι Α = ° 

W V = ° 

X IA ( 8 IA" b IA ) IA 
* 0 ; 

g(x,m) S b 
r(x,in)-r d = 0 
-d + d* = 0 
h(x,m) = 0 

Hence at the design optimum X*: 8 A
= b

A> g IA < b IA ' A < ' IA= * 

The vector of Kuhn-Tucker multipliers for the active inequality 
constraints is negative; Kuhn-Tucker multipliers for the inactive 
constraints are zero. 

Finding a Feasible Operating Point X°. Consider that 
d=d'=d*+6d, i . e . slow disturbances with economic impacts deviate 
from their design values. We need to find a feasible operating 
point that satisfies the constraints of the original optimization 
problem (P-). 

Modification of Constraint Sets at X°. At the calculated 
feasible point X°, some of the inactive constraints ( i .e . gj A) 
wi l l become active. In order to preserve the determinancy 
features of the system of equations, some of the previously 
active constraints ( i .e. c £ p t ) w i l l become inactive. Starting 
at the current optimum X* where cgp t is the set of active 
inequality constraints, 

i) Release c . ε c opt Opt * i i ) Keep cj ε c "opt 
tight 

where is the set of constraints that remain active at X° 
after d changes. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

01
0

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



210 C O M P U T E R A P P L I C A T I O N S T O C H E M I C A L E N G I N E E R I N G 

Partitioning of In i t ia l Constraint Control Loops. 
1) The controlled variables c g p t that are released wi l l 

identify the i n i t i a l servo loops. 
2) The controlled variables c P that are kept tight on their 

bounds wi l l define the regulatory loops. 
The feasible point wi l l be attained by changing set-points of the 
servo loops while keeping c p

p t and c £ e g tight by the regulatory loops. 

Control Structure Modification at X°. We are no longer 
interested in controlling cP which have moved into their feas
ible region at X°. Instead, the new active constraints, g i A , 
become our c r i t i ca l variables to be controlled on their bounds. 
Restructuring cP, alternative feasible control structures can be 
generated at X° through the algorithm given in (19). 

Selection of New Search Directions (NSD) at X°. Evaluate 

λ . "Kuhn-Tucker Multipliers" λ. . = 6Φ , i = l ,2,--dim(c p ) 
A , l A , l 5 cSp P 

i,opt 
i) If λ. . < 0, keep c? tight, i i ) i f λ Α . > 0, release c p . Α , ι ' v i,opt & 9 Α , ι i,opt 

Repartitioning of Control Loops. 
copt 

p: p 
c — - L C T: C R 

where; 

cÇ: Tight constraints which wi l l identify new regulatory control 
loops 

cP: Released constraints which wi l l identify the new servo loops 

The Search Procedure Towards the New Optimum (20). After 
the new search directions are found, the i n i t i a l optimization 
problem (P) for the new values of the disturbance ( i . e . , d 4 d*) 
can now be casted into 

Min Φ ( ο ! p , cf P , c s p , m) R ' Τ ' reg ' 

<p2> S e t e ε ( c s p c s p c s p 5) - b < 0 
g I A c R 9 C T 9 Creg ' m ; DIA U 

The set points of the released constraints cjp and m (if 
available) are the only free variables to adjust at each opti
mization step. Whenever new constraints become active at a 
search step, constraint sets are modified to define the regula
tory and the servo loops. If there remains no search direction 
at a search point due to encountering new constraints, Kuhn-Tucker 
multipliers are reevaluated at that point. If they are a l l nega
tive, an apparent minimal is found and the search is terminated; 
otherwise, i t is continued with the new search direction selected. 
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Formulating the Optimizing Control Problem for an Integrated 
Chemical Plant 

The chemical plant w i l l be f irst decomposed to its subsystems 
of unit operations with functional uniformity and common objectives 
in terms of economics, operation and control. Within each sub
system resulting from the decomposition of the overall plant, we 
employ the same general approach described in the previous section 
to; (a) classify the plant constraints at the current optimum, 
into active and inactive ones; (b) select the controlled variables 
for the decentralized subsystem controllers; (c) select the mani
pulated variables for each subsystem; (d) establish the i n i t i a l 
search direction (ISD) to achieve feasibility and (e) to define 
the resulting new search directions (NSD) that w i l l ultimately 
lead to the new optimum operation. 

Since the plant is decomposed to i ts subsystems, the steady-
state optimization problem is characterized by a multiechelon 
structure where the subsystem optimizing controllers communicate 
with a coordinator. For further details the reader is referred 
to the work by Arkun (20). 

Implementational Strategies 

The algorithms for the solution of the Kuhn-Tucker condi
tions for a single unit or an integrated system of processing 
units, point the direction for the development of alternative 
practical control strategies for the on-line implementation of 
the optimizing controllers. 

The Sequencing Problem. Optimizing control theory and the 
search procedures as developed in previous sections, have delin
eated the sequencing strategies ( i .e . sequence of set-point 
changes) to be followed. After we develop the search coordinates 
as defined by the released and tight constraints, we can directly 
identify an operational route between two operating points. Con
sequently, a sequencing tree can be constructed as shown in 
Figure 1. Each node F j represents an intermediate operating 
point with a set of constraints to be controlled. Moreover, each 
branch between two nodes uniquely describes the control action 
( i .e . regulatory and optimizing) taken by the current control 
structure. We wi l l now summarize the procedure to screen among 
the alternative routes of the sequencing tree in order to find 
the most appropriate sequence of set-point changes. The screen
ing strategy uses an imbedded branch and bound approach, at 
various levels of increased sophistication and complexity (20). 
i) First-Level Screening. It deals primarily with the character

ist ics of the control loops at each node and their effect on 
the plant operation. 
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Figure 1. Sequencing tree 

Rrcm 

C a t a l y t i c Carbon 

Figure 2. Feasible region for FCC when Fcf = 0.1 
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Figure 3. Feasible region for FCC when Fcf = 0.01 
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Figure 4. Sequencing tree of alternative routes 
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i i ) Second-Level Screening. It examines the features of a com
pleted sequence of operations in terms of the number of 
set-point changes and the number of control structure modi
fications required. 

Numerical Examples 

The application of the design methods developed in the 
previous sections has been demonstrated on a CSTR, a dist i l la t ion 
column, fluid catalytic cracking units and a gasoline polymeriza
tion plant (20). Here, we wi l l discuss optimizing control of the 
fluid catalytic cracker. 

Steady State Optimizing Control of a Fluid Catalytic Cracker. 
The process model used in this example can be found in (21) while 
the design parameters are given in (20). The important con
straints are T r e = reactor temperature 930°F, T r g = regenerator 

temperature < 1200°F, R = catalyst recirculation rate £ 60 tons/ 
minute, 0 f g = oxygen in flue gas < 0.2 mol%, = Airblower 
capacity < 400 Κ lb/hr. 

Figure 2 denotes these constraints and the location of the 
optimum, when F c f (coke formation factor of the feed) = 0.1. 
For a different feed with F c f = 0.01, the optimum moves to the 
intersection of a different set of constraints (point F* in 
Figure 3). Note that for F c f =0.1, the fluid catalytic cracker 
is controlled at ( T r g m , T r e m ) as shown in Figure 2. When F c f 
drops to 0.01, Figure 3 denotes that this control policy w i l l not 
be feasible since air blower capacity constraint w i l l be violated. 
As the theoretical developments dictate, we first find a feasible 
point for F c f = 0.01 as shown by point F 0 in Figure 3. The ques
tion of how to reach F* from F Q is next raised. Alternative 
i n i t i a l branches are shown in Figure 3. A complete sequencing 
tree of alternative routes is shown in Figure 4. Each of these 
routes represents an independent sequencing of control actions. 
For a detailed analysis the reader is referred to the work of 
Arkun (20). The branch and bound strategy indicates that only 
two control sequences w i l l be of interest to retain and examine 
further: Sequence F Q -* F± F* and F 0 -> F 2 + F* (Figure 4). 
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A n Iterative Approach for the Solution of a Class of 

Stiff O D E Models of Reacting Polydispersed Particles 

FERHAN KAYIHAN 

Department of Chemical Engineering, Oregon State University, 
Corvallis, OR 97331 

The mathematical models of the reacting polydispersed parti
cles usually have stiff ordinary differential equations. Stiff
ness arises from the effect of particle sizes on the thermal 
transients of the particles and from the strong temperature depen
dence of the reactions like combustion and devolatilization. The 
computation time for the numerical solution using commercially 
available stiff ODE solvers may take excessive time for some sys
tems. A model that uses Κ discrete size cuts and Ν gas-solid re
actions will have K(N + 1) differential equations. As an alter
native to the numerical solution of these equations an iterative 
finite difference method was developed and tested on the pyrolysis 
model of polydispersed coal particles in a transport reactor. The 
resulting 160 differential equations were solved in less than 30 
seconds on a CDC Cyber 73. This is compared to more than 10 hours 
on the same machine using a commercially available stiff solver 
which is based on Gear's method. 

In the following sections some background information on 
stiff ordinary differential equations will be given and the gener
al finite difference approximations for particle temperatures will 
be derived. Later, the technique will be applied to coal pyrolysis 
in a transport reactor where the difference equations for reaction 
kinetics will be discussed and the calculation results will be 
compared with those obtained by the previously established tech
niques. 

BACKGROUND 

Mathematical models that contain ordinary differential equa
tions face an inherent computational difficulty associated with 
the stiffness of the equations. Stiffness of ordinary differen
t ia l equations depends on the relative magnitudes of the response 
modes or the characteristic time constants of the system being 
modeled. In solid fuel conversion problems where particles of 
varying sizes are considered the differential equations for the 
thermal transients of the particles are usually st i f f . Estab-

0-8412-0549-3/80/47-124-217$05.00/0 
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218 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

lished numerical techniques, like Gear's method, are available 
for the solution of these problems. However, this becomes very-
costly for systems with large number of coupled differential equa
tions. The present work illustrates an alternative approach 
through finite difference approximations which is shown to be ef
fective for problems dealing with the reaction of polydispersed 
particles. After a brief description of the stiffness conditions 
in ordinary differential equations the approximate solution tech
nique wil l be presented in general terms. Then, a specific appli
cation to coal devolatilization wil l be discussed in detail. 

Consider a nonlinear model of η differential equations 

g = f C y . t ) . y ( t o ) - y o ( l) 

where y = (y y 2 . . . y n ) . The linearization of this model around 
ίΥ0Α0) gives 

dy 
dt f ( y , t ) + f ( y , t )(y-y ) + f\ ( y , t ) (t-t ) 

w o ο y ο ο ο t o ο ο (2) 

dy 
dt g(t) (3) 

where J 0 is the Jacobian at (y 0 , t 0 ) and g(t) is only a function of 
the independent variable t. The local solution is 

y(t) = e V 
t 

J 0 (t-x) 
e g(T)dx (4) 

For a moment, assume that Eq. (3) is correct for a l l t where 
Eq. (4) gives the true solution. Then the response modes of the 
system are given by the eigenvalues ( λ ) of the Jacobian J 0 . For 
a stable system, the eigenvalues have the property that 

R e ( A i ) < 0 i = l , . . . , n (5) 

For the special case of distinct eigenvalues the solution is writ
ten in terms of 

- t / τ . - t/τ 

where = -Ι/λ for i = l , . . . , n are the system time constants. 
In a transient problem we are interested in the solution for 

tQ < t < t m a x where the solution time ( t m a x-t 0 ) is a few times 
larger than the maximum time constant of the system, i . e . , 

(t - t J = 3τ max ο max 
where T m a x = Max { τ ] , τ 2 , . . . , τ η } . However, the numerical solu
tion techniques require step sizes which are comparable to the 
smallest time constant of the system to maintain stability and ac-
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11. KAYiHAN Iterative Approach 219 

curacy. Therefore, the difficulty of the numerical solution de
pends on the ratio ( t m a x - t 0 ) / x m i n or T m a x / x m i n . The latter one is 
usually a good test of the stiffness. An ordinary differential 
equation system is considered to be s t i f f i f Tmax/Tmin is greater 
than 100. 

Returning back to the original nonlinear problem we observe 
that the Jacobian changes with time. Therefore, stiffness is 
actually a local property. A problem is considered to be s t i f f 
even when the ratio of the time contants is moderate in most of 
the time range but excessively large in a short range. 

REACTION MODEL FOR POLYDISPERSED PARTICLES 

In the modeling of solid fuel conversion reactors differen
t i a l equations arise for the description of particle temperatures 
and gas-solid reactions among others. These equations are cou
pled and they must be solved simultaneously. Because of the usu
ally wide range of particle sizes the time constants for thermal 
transients of solids differ considerably. This causes stiffness 
in the differential equation model. Depending on the type of the 
gas-solid reactions stiffness may also be introduced by the vari
ation of reaction rates with individual reaction type and with 
temperature. 

For practical purposes, particle size distributions are in
corporated into reactor modeling through discrete-cut sizes. Con
sider Κ different particle sizes. Then, there must be Κ differen
t ia l equations to describe the different temperature-time histor
ies. Of course, here i t is assumed that particles are small 
enough not to have any radial temperature profiles. If there are 
Ν reactions that occur on or in a particle which are necessarily 
dependent on particle temperature, then there must be Ν differen
t i a l equations per particle describing reaction kinetics. Thus, 
the total number of equations for the model is Κ + KN or K(N + 1) 
plus other algebraic or differential equations as necessary. For 
a system like this K(N + 1) also becomes the minimum size of the 
Jacobian. The established s t i f f differential equation solving 
methods 0,2,3>) use implicit techniques which require the solution 
of algebraic equations constructed from the Jacobian. This be
comes the main time consuming step in the numerical solution. The 
better numerical techniques update the information gained by the 
Jacobian only when necessary. Depending on the local stiffness of 
the problem the frequency of this algebraic equation solution may 
vary from every step to every fifth to tenth. But s t i l l , the com
putation time may become excessively large for systems where 
K(N + 1) is on the order of 100. 

As an alternative to the simultaneous solution of s t i f f dif
ferential equations through an implicit technique a method is 
described here which approximates the solution by successive com
putations of the corresponding finite difference equations. The 
successive nature of this method essentially decouples the K(N + 1) 
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220 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

equations so that they can be solved on a sequential basis. Fur
thermore, the finite difference approach provides fast and accurate 
computations. 

THE FINITE DIFFERENCE APPROXIMATION 

To develop the general technique consider a reacting solid 
particle in a medium at temperature Tp. For the simple case of 
constant physical properties the thermal transient of the parti
cle is given by 

dT. dm. 
m j C d t 1 • a s j h j ( T F " V + d T 1 " C - C ) T j + A V ( 6 ) 

where mj is the mass of the jth size cut. Here hj incorporates 
both the convective and the radiative heat transfer resistances. 
Let us define 

m c (C-c)T +Ah 
a. = \ and b. = £ 

3 a . h . 3 a . h . 
T h e n dT. dm. 

" jdt 1 + T j = T F + b j d ï 1 ( 7 ) 

Using the integrating factor exp(t/a.) gives 
«./ t/a. , 3 t/a. 3 dm. 

d ( e V " V - ( T F + b j dt 1)** ( 8 ) 

J 3 J 

Over a time increment At = t - t Eq. (8) can be approximate
ly integrated to give η η n-

-At /à. -At /a. 

y v • y v i > e n 3 * w n - n 3 i 
b. At At -At /a. 

• [ra (t ) ( 1 - — - m (t ) ( 1 + - ) e n J ] 
a. J n 2à. -1 2a. 
J J J (9) 

where the quantities 

a.(t ) = [a.(t ) + a.(t J]/2 

y ν = f y v + b j i t n - 1 » / 2 

W = £ W + W i 2 

are assumed to be constant for the interval At n . 
The corresponding expression for mj(tn) can be derived ac

cording to the particular reaction. In general terms the rate of 
mass loss, -dmj/dt, is a function of particle radius r j , kinetic 
rate R(Tj, Tp, Ρ ) , and gas phase compositions y ' s . This can be 
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11. KAYIHAN Iterative Approach 221 

written as 
dm. 

dt f(r.) R (T., T F , P) g (yG's) (10) 

Eq. (10) can be approximately integrated through analytical tech
niques similar to Eq. (7) over the time increment At n either by as
suming a constant average particle temperature between Tj( t n ) and 
T j ( t n i ) or by using a linear temperature profile in this range. 
For combustion reactions Levenspiel (4) gives the constant tempera
ture integration for reaction and gas or ash diffusion controlled 
cases. The integration of the pyrolysis kinetics wil l be demon
strated in the following section. 

Eq. (9) and the integrated version of Eq. (10) constitute the 
finite difference approximation for the model. The solution is 
generated through successive iterations on the complete tempera
ture profiles and other variables. A convenient in i t i a l guess can 
be generated by using dmj/dt = 0 which corresponds to the simple 
heating of the particles. The details of the computation procedure 
is described in the following example on coal pyrolysis. 

EXAMPLE: PYROLYSIS OF POLYDISPERSED COAL PARTICLES 

At low pressures the kinetics of thermal decomposition of 
pulverized coal particles can be represented by an infinitely 
large number of parallel f i rst order reactions as shown by Howard, 
et a l . (5,(>). For those cases where data on species production 
rates are not available the devolatilization kinetics can be writ
ten in terms of one expression which combines the kinetics of a l l 
possible reactions by using a normally distributed activation 
energy function. However, i f data are available on species kinet
ics, then devolatilization can be characterized by a f inite num
ber of f irst order reactions. For example, Suuberg (7) gives the 
kinetic parameters for 15 parallel reactions for eight identi
fiable volatile species in the pyrolysis of Montana l ignite. This 
particular set of data was used in this study to examine the com
putational problems that arise in modeling of pulverized coal 
pyrolysis. 

For reactor design calculations i t is necessary to know the 
total devolatilization rate as well as the species production 
rates. Therefore, one needs to include in the reactor model a l l 
the reaction rates that are available for the devolatilization of 
the particular coal. Kayihan and Reklaitis (8) show that the 
kinetic data provided by Howard, et a l . (5,6) can be easily in
corporated in the design calculations for fluidized beds where the 
coal residence times are long. However, i f the residence time of 
pulverized coal in the reactor is short as i t is in entrained bed 
reactors, then the handling of ordinary differential equations 
arising from the reaction kinetics require excessive machine com
putation time. This is due to the stiffness of the differential 
equations. It is found that the model equations cannot be solved 
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222 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

by non-stiff numerical techniques and that the Gear's method re
quires excessively long computation times due to the large number 
of equations in the model. However, using the method described 
above, the execution time is significantly reduced while main
taining the same accuracy as the Gear's method. 

The Model. The physical system considered is an entrained 
bed reactor. Pulverized coal, carried by a gas stream, mixes with 
hot gas at the reactor entrance. As coal particles are carried 
their temperatures increase and devolatilization takes place. For 
practical purposes the particle size distribution was approximated 
by 10 discrete cuts. Since the devolatilization kinetics are high
ly temperature dependent and the temperature transient of a parti
cle is affected by its size and mass separate account must be 
taken of each of the 15 reactions in each of the 10 different size 
particles. Without any detail on the derivation of the model, the 
equations can be summarized as: 

Mixed gas flowrate 
" t A G F = F + G (1 - e u ) + m Σ Σ ρ . ν . . (11) ο o v J ο . . M i l 

Mass flowrate of particles with size j 

m. = m p.(1 - Σ v..) j = 1, . . . , Κ (12) 3 0 3 i 

Temperature of mixed gas 
- t / τ 

T F = [G Cl - e V T G + (FoC + m c)T 
Ο ο 

- C Σ m.T. - (m Σ Σ p . ν . . ) A h n ] / F C (13) 
j 3 3 0 j J !J R 

Particle temperature 9 

dT. p r / 
d t 1 " { T F - T j + " H T " V X 

* -E./RT. m. cpr. 
Σ k . (v. - v..)e 1 3} / — 1 ==J-
± ο ι ι iy mQp. 3k 

j = 1, K (14) 

Devolatilization kinetics 
dv.. * -E./RT. 

= k . ( v . - v. .)e 1 3 

dt ο ι v ι ijJ 

i = 1, N 
j = 1, K (15) 
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11. KAYiHAN Iterative Approach 223 

As shown before the total number of differential equations is 
K(N +1). In this study, Κ = 10 and Ν = 15. The choice of 10 is 
considered to be a reasonable number for the characterization of 
particle size fractions for design calculations. Therefore, the 
number of differential equations, 160, was not ar t i f ic ia l ly re
duced by taking only a few discrete cuts. However, the possibility 
of representing the particle behavior with one average size was ex
plored. Different averages like mean surface, surface mean, vol
ume mean, etc., were tried; but, none proved to be applicable for 
this problem where heat transfer and devolatilization occur simul
taneously. 

The stiffness of the system arises partly from the wide range 
of reaction rates and from the strong temperature dependence of 
the kinetics given by Eq. (15). The data used in this paper are 
those obtained by Suuberg (7). As a relative measure 
of the stiffness of the sysFem the variable time constants of Eq. 
(15) were calculated at various temperatures between 500°K and 
1000°K. The values for 

( k . e 
V 01 

-E./RT 
1 ) 1, 15 

are given in Table I. There is significant variation between the 
smallest and largest value evaluated at each temperature where the 
ratios of the two (the stiffness ratios) range from 10? to 10l6. 
But with a wide range of particle sizes i t is possible to have a 
large particle at 500°K while a small particle being already at 
1000°K. Therefore, the actual ratio of largest to smallest time 
constant can be on the order to 2.319 χ 102ΰ/.9831 χ ΙΟ" 4 - Ι Ο 2 4 

which indicates that the eigenvalues of the Jacobian for the sys
tem can vary as much as by a factor of 10 2 4. 

Table I. The Wide Range of Time Constants of the Pyrolysis 
Kinetics (Sec): 

RXN 500 Κ 600 Κ 700 Κ 800 Κ 900 Κ 1000 Κ 
1 .2319E+21 .8665E+14 .2222E+10 .8005E+06 1680E+04 .1210Ε+02 
2 .2647E+09 .5038E+05 .1109E+03 .1126E+01 .3173E-01 .1825Ε-02 
3 .1054E+08 .6440E+04 .3261E+02 .6190E+00 .2835E-01 .2406Ε-02 
4 .2633E+14 .1299E+10 .1090E+07 .5374E+04 .8627E+02 .3164Ε+01 
5 .3916E+16 .2321E+12 .2220E+09 .1207E+07 .2091E+05 .8155Ε+03 
6 .3904E+05 .9359E+02 .1258E+01 .4965E-01 .4019E-02 .5379Ε-03 
7 .1641E+15 .3639E+10 .1724E+07 .5536E+04 .6367E+02 .1789Ε+01 
8 .3165E+12 .2886E+09 .1945E+07 .4573E+05 .2475E+04 .2400Ε+03 
9 .1583E+09 .2915E+05 .6264E+02 .6252E+00 .1737E-01 .9881Ε-03 

10 .2951E+16 .2797E+11 .7221E+07 .1471E+05 .1187E+03 .2512Ε+01 
11 .1719E+13 .6623E+07 .8989E+03 .1130E+01 .6271E-02 .9831Ε-04 
12 .2407E+14 .1022E+10 .7704E+06 .3504E+04 .5284E+02 .1844Ε+01 
13 .1637E+15 .1380E+10 .3279E+06 .6274E+03 .4823E+01 .9818Ε-01 
14 .2305E+05 .4524E+02 .5271E+00 .1869E-01 .1392E-02 .1743Ε-03 
15 .2526E+16 .8953E+10 .1145E+07 .1377E+04 .7379E+01 .1125Ε+00 

Stiffness Ratios: 
.1006E+17 .1915E+13 .4215E+10 .6458E+08 .1502E+08 .8294Ε+07 
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224 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Another reason for the stiffness of the system is the wide 
range of thermal transients as indicated before. The time con
stant for the thermal transient depends on the square of the parti
cle size. Therefore for a system where the ratio of largest to 
smallest size is 100 the stiffness ratio becomes 104. 

For computations the physical properties are assumed to be 
constant. Particle sizes are discretized by 10 equal-weight 
cuts from the Rosin-Rammler distribution 

w(x) = exp (-0.0004X 1 , 5) (16) 

The physical properties and the reactor operating conditions are 
given in Table II. 

Table II. Physical properties and parameters used for 
calculations 

% (gm/sec) : 1.0 

F Q (gm/sec) : 0.5 
G

0 (gm/sec) : 8.5 

T F o (°K) : 400 
T G o (°K) : 1200 
t

G ( s e c ) : 0.05 
c (cal/gm°K) : 0.5 
C (cal/gm°K) : 0.7 
k (cal/gm sec °K) : 1.2 χ 10 
AhR (cal/gm) : 0 
p (gm/cm3) : 1.4 

Solution by a Stiff Solver. Tria l solutions with various 
single size particles representative of the average size deter
mined from Eq. (16) indicated that for 80 to 90% completion of de
volatil ization and under typical operating conditions the coal 
residence time in the reactor must be about one second. To check 
different computation schemes while considering a l l particle sizes 
only a fraction of this estimated residence time was used. 

A commercial s t i f f ordinary differential equation solver sub
routine, DVOGER, is available in the IMSL Library (3). This sub
routine uses Gear's method for the solution of s t i f f ODE1s with 
analytic or numerical Jacobians. The pyrolysis model was solved 
using DVOGER and the analytical Jacobians of Eqs. (14) and (15). 
For a residence time of 0.0511 in dimensionless time, defined as 
t/t where 2 

- C p r A V 
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11. KAYiHAN Iterative Approach 225 

and with relative error criterion set at 0.001 the computations 
took 8.59 minutes on a CDC Cyber 73 computer. With physical prop
erties used in this work and with the particle size distribution 
given by Eq. (16) the characteristic time constant t is 0.1839 
seconds. This means that the residence time used was about 1/100 
of the expected coal residence time in an actual reactor. Con
sidering the stiffness of the kinetic relations over a wide temper
ature range and the different temperature time histories of differ
ent particle sizes i t is reasonable to expect that the computation 
times for t/t - 5 or for t - 1.0 sec wil l be proportionately longer. 

The main reason for slow computations is the dimensions of the 
sparse 160 χ 160 Jacobian. Although other routines are available 
through the work of Hindmarsh (1,2) to handle banded Jacobians or 
Jacobians with certain structures there are no commercial routines 
that could be used for the particular Jacobian that arises in the 
modeling of the low pressure pyrolysis of polydispersed coal parti
cles. 

The Finite Difference Approximations and the Iterative Tech
nique. The reaction kinetics are dependent on the rest of the equa
tions through particle temperatures. If we have an in i t i a l guess 
on the coal particle temperature history during its total residence 
in the reactor then the relations given by Eq. (15) are decoupled 
from the rest and can be solved separately. Consequently, the 
volatil ization estimates, v j ( t ) f s , can be used to update particle 
temperatures with Eqs. (11) through (14). 

First , consider the approximate analytical integration of Eq. 
(15). At any time t volatil ization in particle size j due to reac
tion i is given by 

* t -E./RT. 
V i i ( t ) = V i i [ 1 " e x p ( " k o i f Θ 1 3 d t ) ] ( 1 8 ) 

J J ο 
Now consider the time increments of At and the discrete points 
to = 0, t j = At, t2 = 2At, etc. Then, Eq. (18) can be written as 

* η t -E./RT. 
v. ,(t) = ν [1 - exp(-k. Σ / m e 1 Jdt)] (19) i j i j ο r m=l t 

m-For convenience define 
t -E./RT. 

Φ..( t ) = / m e 1 J dt (20) 

m-1 
It T.(t J = T.(t ), then the integral is simply 

3 m " 1 3 m -E./RT.(t ) 
Φ.. (t ) = At e 1 3 m (21) 

I J m 
However, for any other case where the particle is not iso

thermal during a time increment an analytical solution is not 
available. But, i f i t is assumed that At is small enough so that 
the temperature profiles within each time increment are straight 
lines, then the following approximate relation for Φ-jj (tm) can be 
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226 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

obtained 
RT.(t ) -E./RT.(t ) 

J ι j m J ι 
0 RT.(t J -E./RT.(t ) 

- Τ A t J ( l - 2 J , 1 )e 1 m " ] (22) 

where 
J ι 

Τ (t ) - Τ (t ) 
s . ( t ) = -2-3 LJUzL 
;j v m At 

r . ( t n ) Φ τ 

Now Eq. (19) becomes 

and T.(t ) φ T.(t J . 
j nr j m-1' 

η 
j..(t ) * v. [1 - exp (-k. Σ Φ..( t ))] (23) 
I J n' ι L r v oi i j w J 

it a l l T j ( t n ) f s and v j ( t n ) 's are available from the 
:ion or from the in i t i a l guess. Eq. (14) can be 

Assume that 
previous iteration or from the in i t i a l guess. Eq. (14) 
integrated between t n i and t n i f the following coefficients are 
assumed to be constant within the time interval as defined below: 

[m.(t ) + m.(t )]/2 cpr . 2 

a . (t ) = J n " 1 i-S J - (24) 
3 n m p. 3k 

2
 0 J 

pr. T.(t ) + T.(t ) 

W • - à - " C - C > J N 2
 J N " A V ( 2 5 ) 

T F ( t ) + Τ (t ) 
T p ( t n ) = 2 ( 2 6 ) 

Eq. (14) gives 
-At/a.(t ) -At/a.(t ) 

y ν " y v i ) e 3 n + w 1 - e J n ) 

j η ι J 3 π 
-At/a (t ) 

" Σ V V l 1 + 2ΓΤΓ7 ) β 1 ( 2 ? ) 
ι 3 η 

With these finite difference approximations the solution can
not be achieved in one step but the complete temperature and de
volatil ization profiles must be calculated repetitively. As indi
cated in Eqs. (22), (23) and (27) the right hand sides have varia
bles which must be evaluated at the same time mode as the left hand 
side. Instead of a simultaneous solution an iterative approach was 
taken where the right hand sides can be evaluated by the values 
obtained in the most recent iteration. The complete calculation 
procedure can be summarized as follows: 
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11. KAYIHAN Iterative Approach 227 

Step 1. Divide total time into NP equal increments, guess a 
temperature profile for each particle size, and set 
v.. =0. 

A good i n i t i a l guess is the temperature profile that 
would occur i f there were no devolatilization re
actions, but only heat transfer effects on parti
cles. 

Step 2. Evaluate Eqs. (11), (12) and (13) for a l l time in
crements. 

Step 3. Evaluate Eq. (23) for a l l particle sizes, reactions 
and time increments. 

Step 4. Update temperature profiles through Eq. (27). 

Step 5. Stop i f convergence is achieved; otherwise, go to 
Step 2. 

This procedure had converged in 4 or 5 iterations to four 
significant figures for a l l cases tried in this study. The ac
curacy of the calculations depends on the time increment At be
cause the finite difference approximations become more accurate 
as At gets smaller. A summary of some iteration results and a 
comparison between this technique and the numerical integration 
with Gear's method wil l be presented after the following dis
cussion on the stability of the temperature equation. 

Stability of the Temperature Equation. Consider Eq. (27) 
where Tj(t n ) is dependent on T j ( t n i ) and Tj(t n ) computed by the 
previous iteration through the first term on the right and through 
b j ( t n ) . The latter can cause instabil i ty in the explicit itera
tive calculations for some choices of At. First , consider an 
idealized case where c = C and AhR = 0. Then bj(t n ) = 0 and Eq. 
(27) takes the form 

-At/a.(t ) 
T.(t ) - T.(t J e 3 n 

3 n 3 n - X -At/a.(t ) 
+ T p ( t n ) ( l - e 3 n ) (28) 

For this ideal case the iterations for Tj( t n ) will be stable for 
a l l choices of At. Therefore, this approximation is a good start 
for exploratory reactor design calculations because of its sim
pl ic i ty and stabil ity. Usually, however, the above assumptions 
wil l not hold. 

To establish a safe At for stable calculations observe that 
bj(t n ) in Eq. (27) is on the order of 

p r . 2 

h [c - C)T.(t - i h l 3k j v n - r R 
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Substituting this into Eq. (27) gives 

T.(t ) * T.(t . ) { e - A t / a j ( V j η 3 n-1 J 

2 

3 η ι J j η 
-At/a (t ) 

- Σ v. . (t J ( l + - - Γ Τ 1> 

-At/a (t ) pr 
* T p ( t n ) ( l - e J )- -gjL- Α Η κ [ Σ ν . . ( ν ( 1 -

-At/a (t ) 
- Σ ν . . ( ΐ L — ) e

 3 n (29) 
i ij' n-lJK 2aj(V 

A safe choice for At wil l be 

At * 2a.(t ) (30) 3 η 
This would be restricted by the smallest particle size, j = 1, and 
by the extent of devolatilization. Usually, the volatile matter of 
coal is not more than 50% by weight. Therefore, choose 

cpr 2 

With physical properties given in Table I, this becomes 

At = 1944 Γ χ
2 

and for r = 10 pm 

At = 0.0019 sec 

or NP = 514 peints for 1 second integration time. 

While, for r = 5 ym 
-4 

At = 4.9 χ 10 sec 

and 

NP = 2058 points. 
Because i t is necessary to adjust the time increment according 

to the smallest particle size the number of discrete points, NP, 
may be unnecessarily high. This would increase the computation 
time without significantly improving the accuracy. In this study, 
instead of adopting the above stability criterion, i t was ob
served that the smaller particles wil l respond to temperature 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

01
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



11. KAYiHAN Iterative Approach 229 

changes in their environment much faster than the large particles. 
Therefore, i t was assumed that for an arbitrary At i f a j ( t 0 ) , the 
in i t i a l temperature time constant of the particle, is smaller than -
At, then i t wil l respond to changes in Tp instantaneously, i . e . , 
T. ( t n ) = T F ( t n ) i f aj(t 0 ) * At. This allows At to be adjusted un
t i l desired accuracy is achieved in the converged iterative results. 
The procedure described here has provided a stable and an accurate 
iterative technique without unnecessarily large number of time in
crements. 

Comparison of the Computation Results. As indicated above, 
Gear's method was used to solve the model equations only for a 
fraction of the total residence time in the reactor which took 
8.59 minutes of machine computation time. The same set of equa
tions was solved by the approximate iterative technique for the 
same time interval in 5.8 seconds of computer time. As a com
parison of the accuracy overall devolatilization v T = Σ Σ v-jj as 
predicted by the two techniques are plotted on a dimensionless 
scale in Figure 1. The definitions for the dimensionless quanti
ties used are: 

Dimensionless time = t/t 

Dimensionless devolatilization = v / v * 

where t is the time constant for the temperature transient of non-
devolatilizing average size particle and vT* is the mass fraction 
of total volatile matter in coal. 

Typical reactor calculations would take about five times the 
average particle time constant t. For these cases the approximate 
relations were used to predict some of the reactor conditions as a 
function of time. To give an idea of the dependence of the com
putation time and accuracy on the time increment, At, three dif
ferent cases are compared in Table III. 

These results show that the proposed technique provides a 
fast and reliable method for the solution of s t i f f ODE models of 
reacting polydispersed particles. Recently, Turton (9) applied 
this method successfully to the modeling of wood char combustion 
in a transport reactor. 

CONCLUSIONS 

Models for the reacting polydispersed particles contain s t i f f 
ordinary differential equations. The stiffness is due partly to 
the wide range of thermal time constants of the particles and part
ly to the high temperature dependence of reactions like combustion 
and devolatilization. As an alternative to the established solu
tion techniques based on Gear's method an iterative approach is 
developed which uses the finite difference representations of the 
differential equations. The finite differences are obtained by 
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Table III. Sample calculations for particle temperatures and 
for total devolatilization showing the effect of 
At on accuracy and execution time. 

Number of Points = 50 

Time T4 T7 VT 
0.0000 .3333 .3333 .0000 
0. 5000 .8113 .5563 .3173 
1. 0000 .9076 .7063 .4808 
1. 5000 .9105 .8044 .5832 
2. 0000 .9077 .8579 .6600 
2. 5000 .9056 .8834 .7096 
3. 0000 .9041 .8947 .7536 
3. 5000 .9032 .8994 .7794 
4. 0000 .9024 .9011 .8060 
4. 5000 .9018 .9016 .8369 
5. 0000 .9014 .9015 .8564 

11.879 CP seconds execution time 

Number of Points =100 

Time T4 T7 VT 
0. 0000 .3333 .3333 .0000 
0. 5000 .8252 .5660 .3173 
1. 0000 .9085 .7123 .4816 
1. 5000 .9104 .8083 .5838 
2. 0000 .9075 .8598 .6605 
2. 5000 .9055 .8843 .7112 
3. 0000 .9041 .8951 .7541 
3. 5000 .9031 .8996 .7799 
4. 0000 .9024 .9012 .8069 
4. 5000 .9018 .9016 .8380 
5. 0000 .9014 .9015 .8566 

23.787 CP seconds execution time 

Number of Points = 150 

Time T4 T7 VT Time = 
0.0000 .3333 .3333 .0000 
0.5000 .8292 .5692 .3156 T4 
1.0000 .9087 .7143 .4814 
1.5000 .9103 .8095 .5838 T7 = 
2.0000 .9075 .8604 .6604 
2.5000 .9055 .8845 .7116 VT 
3.0000 .9041 .8952 .7541 
3.5000 .9031 .8996 .7800 
4.0000 .9024 .9012 .8072 
4.5000 .9018 .9016 .8382 
5.0000 .9013 .9014 .8566 

t/t 

V T Go 

V T Go 

V V 

37.150 CP seconds execution time 
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232 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

approximate analytical integrations through small time increments. 
This technique allows successive iterations on the complete solu
tion through sequential evaluations of the equations rather than 
a simultaneous approach. Application to the modeling of polydis
persed coal pyrolysis at low pressures gives encouraging results. 
For this case the direct solution of the model equations with a 
s t i f f solver like DVOGER in the IMSL Library is expected to take 
more than 10 hours on a CDC Cyber 73. Other s t i f f ODE solvers that 
can handle particular Jacobian structures are not applicable to 
this problem. The method proposed here reduces the computation 
time to less than 30 seconds with three digit accuracy in the com
puted variables. This iterative technique would be practical for 
reactor design and optimization studies. 

NOMENCLATURE 
2 

a . surface area of particle, cm S3 v 

c specific heat of coal, cal/gm°K 
C specific heat of gas, cal/gm°K 
E activation energy of ith reaction, cal/gmol 
F mass flowrate of mixed gas, gm/sec 
F Q in i t i a l mass flowrate of coal carrier gas, gm/sec 
G Q i n i t i a l mass flowrate of hot gas, gm/sec 
k thermal conductivity of gas, cal/gm sec °K 
kQ pre-exponential factor of ith reaction, 1/sec 
Κ number of discrete particle size cuts 
mQ coal mass flow rate at reactor entrance, gm/sec 
ΐϊκ mass flowrate of char particles in the jth size cut, gm/sec 
Ν number of gas-solid reactions 
p. mass fraction of m that is in size cut j 
FJ ο 
r particle radius of size cut j , cm 
r v root-mean-square average radius of particle size distribution, 

cm 
R gas constant, cal/gmol °K 

t time, sec 
t time constant for the temperature transient of size r , de

fined in Eq. (17), sec 
Tp temperature of gas stream F , °K 
Tp temperature of gas stream F , °K 

ο 
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11. KAYIHAN Iterative Approach 233 

T temperature of gas stream G , °K 
b O 

T\ temperature of particles of size j , °K 
v.* maximum volatil ization due to reaction i , gm of volatiles/gm 

of original coal 
v j volatiles produced in size j through reaction i , gm/gm 

w Rosin-Rammler mass fraction size distribution function 

χ particle diameter in w(x), cm 

AhR heat of reaction, cal/gm 

At time increment for discrete solution, sec 
3 

p density of coal, gm/cm 

Tç characteristic mixing time of hot and cold gas streams, sec 
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12 

Reaction Rate Equations from Integral Reactor 

Experiments 

CHARLES H. WARE, JR. 

Commercialization Insights, 33 Sandi Drive, Poughkeepsie, NY 12603 

A general method is presented for the development of chemical 
reaction rate equations from integral reactor and single-sample 
batch reactor data such as are obtained in process development 
studies. Following the scope of the method, three earlier founda
tion stones upon which the method rests, the method itself, and a 
simple illustration are presented. 

Scope 

The methodology of this paper is intended for use in chemical 
process research and development studies. It is applicable when 
the experimenter wishes to develop a set of reaction rate equations 
which represents the system performance. The objective may be to 
gain sufficient understanding of how the various rates are affected 
by reaction conditions so that innovative approaches are triggered. 
For example, an immediate question might be whether the loss in se
lectivity that is observed at high conversions is due to chemical 
(differences in intrinsic reaction rates) or physical (diffusional 
or distributional) phenomena. Alternatively, the objective might 
be to predict the reaction rates at a variety of reaction condi
tions with sufficient precision to permit a reliable process design 
optimization. 

Before the methodology can be implemented, some data must be 
available. There must be replicate data sets from which experimen
tal errors may be estimated. If the reactions are catalytic, i t is 
highly recommended that the data include at least three different 
batches of catalyst (not 3 samples of the same batch). If the ca
talyst is experimental (either proprietary or from a vendor), i t is 
also highly recommended that the reference data set include six 
different batches of catalyst. This is to identify unacceptably 
large variations in the catalyst and to reduce the possibility of 
formulating a set of rate equations which do not represent the ca
talyst batches which can be reproduced. The reference data set 
must also include results at two or more temperatures. 

0-8412-0549-3/80/47-124-235$05.00/0 
© 1980 American Chemical Society 
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236 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

The data will be used to formulate a tentative model to be 
used in the design of the experiment. It will consist of a simple 
power-law expression for each step with each of the parameters es
timated from the reference data. For the reaction scheme: 

A + Β —* C 
C + Β — • D 
Β + Β — • Ε 

the tentative model might be: 

r i * W b ( 1 ) 

r 2 * k 2 C b C c (2) 

r 3 - k/ , (3) 

k1 = k. exp(-E1/R(l/T-T7T)) 
1 ο 

k 2 = k 2 exp(-E2/R(l/T-T7T)) 
ο 

k 3 = k 3 exp(-E3/R(l/T-17T)) 

where k. - 0.1 liter/g-mole-hr 
ο 

k 2 = 0.1 liter/g-mole-hr 
ο 

k~ - 0.02 liter/g-mole-hr 
Jo 

Ej - 12000 cal/g-mole 

E 2 = 12000 cal/g-mole 

E 3 = 21000 cal/g-mole 

R = 1.987 cal/g-mole-°K 
Τ = temperature, °K 

C c « concentration, g-mole/liter 

denotes average value to be used in experiment 

For each reaction, r is the rate of formation of product, g-moles/ 
liter-hr. The numerical values of the parameters would be obtained 
by fitting the tentative model to the existing data. 
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12. WARE Reaction Rate Equations 237 

Fitting Reaction Rate Models to Rate Data 

When reaction rate data can be obtained, results from factor
ial experiments may be analyzed to deduce acceptable forms of the 
chemical reaction.(1) Consider the following single-step reaction: 

A + Β — C 

Suppose that reaction rates are measured in a factorial exper
iment at each of the conditions shown in Figure 1 . The data are 
then correlated by means of the following equation: 

In r = ΤΤΓΤ + al/T-T/T) + a 2(ln Ca-Tn~Cp + a 3(ln Cb-TfTcp 

+ a12(l/T-T7T)(ln C T Ï T c p + a13(l/T-T7T)(ln C b-TÏTcp 

+ a 2 3 (ln C a-TiTC)(ln C b - T r T Ç ) (4) 

By virtue of the fact that a factorial design has been used to gen
erate the data, the estimates of the a's are uncorrected. This 
means that the numerical values of the estimates of the a terms 
will not change i f one or more of the other terms is deleted from 
the correlating equation. 

The analysis uses the fact that equation 4 is the Taylor ex
pansion of In r as a function i f 1/T, In C a and In C b . The values 
and the 95% confidence intervals of the a terms have been estima
ted. The true reaction rate equation, the form which is not yet 
known, also has a Taylor expansion of In r as a function of these 
three variables. We will never know the true equation, but we can 
deduce the approximate correct form of the equation and estimate 
its parameters as follows: 

1. Propose a tentative model 
2. Infer the permissible range for each value of a 
3 . Compare those required by the true model with the 

ranges estimated from the data 
4 . If all the requirements of the true model are met, 

accept the tentative model and propose alternatives 
5. If one or more of the requirements of the true 

model are not met, reject the tentative model and 
propose alternatives. 

Continue proposing alternative models until all the alternatives 
of a given level of complexity (all 3-parameter models, for ex
ample) have been explored. If one or more of these is acceptable, 
quit. If none is, consider all the alternatives of the next 
higher degree of complexity. 

For simple models, the use of the Taylor expansion of In r 
provides the following physical interpretation for a values: 
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Figure 1. Factorial experiment 
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12. W A R E Reaction Rate Equations 239 

aj = -E/R 

a 2 = a , the order of reaction with respect to C a 

a 3 = β, the order of reaction with respect to C b 

. 3 - E/R . 9 α 
a 1 2 ~ a In C a n d FT7T 

α 

. . 8 - E/R . 3 6 
a13 " 3 In\ a n d FT7T 

- 3 « ι 3 8 
a23 " 3 In t a n d 3 1n C., 

b a 
If the parameter is not constant, this is true only at the cen
ter of expansion: where 1/T = T/T; In C a - ln C a ; and In C b

 s 

TrTTT 

For example, suppose a 2 » 0.8 ±0.1 * 1 2 = -1000 ±500 and a 2 3
 s 

0.20 ± 0 . 1 0 . The hypothesis that ο = 1.0 must be rejected be
cause the 95% confidence interval is 0.7 to 0.9 and it is unlikely 

0 8 
that it is really equal to 1 .0 . A power law model r~C * must al-

α 
so be rejected because it would mean that α = a constant and a 2 

and a 2 3 must be zero. But the results are that they are both non
zero. We must now propose some more complex model. Depending up
on the system, it might be based upon a free-radical mechanism, 
Langmuir Hinshelwood rate equations, or other. In any case, the 
numerical values of the coefficients in equation 4 and their con
fidence intervals are available to test every model which is pro
posed. 
Model-building in batch reactors 

Box and Hunter described a method which applies to batch reac
tors with intermittent sampling — product concentrations are re
quired at several reaction times.(2) Their analysis is as follows: 

1. write tentative reaction rate equations for the 
system with unknown rate constants, k 

2. integrate the equations, and for each experimental run, 
fit the equations to the data by estimating best values 
of the rate constants; there will be one set of rate 
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240 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

constants for each run 
3. 1f the rate constants do not vary from run to run, con

clude that the rate equations are adequate 
4. i f the rate equations do vary, fit In kj to experimental 

conditions - temperature, initial concentrations, cata
lyst dosage, etc. - to determine how they vary with the 
independent variables 

5. modify the rate equations to eliminate the functional 
dependence of the k.s. 

2 
Suppose, for example, the true model is kjCa but the tentative 
model is kJCa. Then, when the initial concentration of A (Ca ) 

ο 
is varied, ki will vary with C : k\ = k, C , approximately. 

Ο 0 0 
From this the experimenter will infer that the tentative model 
is incorrect and some higher-order dependence is indicated. He 
might choose to test the hypotheses r=kjCa or determine the or
der by the direct estimation of this non-linear parameter. 

The Box-Hunter method permits the experimental observations of 
the product concentrations to be transformed into a set of "obser
vations" of the k.s. Then these ks or In k.s can be expanded in a 
Taylor series as functions of experimental conditions. This is 
exactly analogous to the analysis of In r described previously ex
cept that, by means of a tentative model, the primary reaction rate 
dependence on concentrations, temperature, and other experimental 
factors has been eliminated. This permits the rate equations to 
be integrated approximately correctly. 

Modifications to the Box-Hunter method 

To extend their analysis to integral reactors and single-
sample batch reactors, three modifications are appropriate. First, 
use a more appropriate reactor concentration to analyze the data 
than the initial concentration. The simplest, and an effective one 
is 

t 
u a = 1 / 1 I C a d t ( 5 ) 

The C(t) can be obtained from the tentative model with the pre-
α 

liminary estimate of the parameters. Second, to improve precision 
of the estimates of the k.s and therefore overcome the shortcoming 
of single samples, use all reactor concentrations to estimate the 
k.s, not just one as the authors did. Finally, use optimum conver 
sion levels to minimize the variance of (In k)s that are estimated 
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12. W A R E Reaction Rate Equations 241 

from the data.(3,4) For single step reactions, the reaction time 
which will minimize the variance is 

and the optimum outlet concentration is 

1 

<Ca>opt = V ( ? ) 

where α s reaction order with respect to C 
α 

Some typical results for k * 1 

*opt 
1 1 0.368 C 

*opt opt 

ao 
2 1/C 0.5 C 

ο ο 

The values of k for each run are estimated from the preliminary 
data. For multi-step reactions, the method of Box and Lucas(3) may 
be used. Alternatively, we can make use of the fact that the mo
del, its parameters, and the experimental error are "known". Then 
we may calculate the standard errors of In k, s l p k , for any ex
perimental design we propose. 

Design of integral reactor experiments 

A difficulty which we have just created by using In (Ta in the 
α 

Taylor expansion is that of obtaining an efficient experimental de
sign. The classical factorial designs depend upon the experimen
ter's ability to choose levels of his independent variables to hold 
them at these prescribed values. By defining the independent var
iables to be In U. with the intention of calculating from Z- from 
the data after the experiment is over, we have sacrificed our abil
ity to satisfy the requirements of the factorial designs. How can 
we get around this difficulty? We have already hypothesized a 
mathematical model for the process under study in order to define 
some reaction rate constants into which we will transform the ob
servations. If this model is correct then the only additional in
formation we need in order to predict the values of HTj in the ex
periment about to be run is the numerical values of the reaction 
rate constants. With them we would be able to formulate a grand 
null hypothesis comprised of the mathematical model and the numeri-
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242 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

cal values of the parameters. With this we could calculatethe 
outcome of every planned experiment, and in particular the C.s. 
These effective average concentrations would necessarily be func
tions of the initial concentrations. As the latter were varied, 
the calculated values of the former would change and by adjusting 
the initial concentrations we could obtain the desired levels of 
the averages. Then i f the null hypothesis were true, the ÎL would 

α 
correspond to the factorial design. To the extent that the null 
hypothesis is incorrect, when the experimental values of 
and In ÏÏ. are calculated they will be found not to coincide with 
the exact levels of the factorial design. In this case, however, 
linear regression will s t i l l yield the desired values of the coef
ficients in the Taylor expansion of In k and the analysis may 
proceed. 

If we employ optimum conversion levels in all of the runs, we 
may calculate in advance of the experiment. Using the results 

α 

shown above, we obtain, for optimal experiments: 

o = l U a/C a = 1 - 1/e = 0.632 (8a) 

« = 2 U a/C a = In 2 = 0.693 (8b) 
α α 

α Μ , « / 2 Ïï/C = (*ταΖτΤ -1)/(α - 2) (8c) 
a a. 

We will correlate the data using a Taylor expansion of In k as a 

function of In IT -In u a where the overbar denotes the grand average a a 
of all the In C a . For any given initial conditions for the high a 
level of concentration, what are the lower initial concentrations 
to be? It is known that as the levels of the independent variables 
are made more widely separated, the precision of the estimate of 
the coefficients in the regression equation increases. It can also 
be shown, from propagation of error analysis that as the lower con
centration level is reduced, the precision of In k that is extrac
ted from the experimental result is reduced. 

s l n k " V K " F | £ J \ (9> a a 
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12. W A R E Reaction Rate Equations 243 

a"" 1 S„ /C a <x t 1 (10a) 
c a a o 

e s /C α = 1 (10b) 
a ο 

The c o e f f i c i e n t of In C.-ln C. has a standard error, denoted by 
α α 

s a , that depends on both the range and the precision of the ob-
a2 

servation. For constant s. . : 
in κ 

S a 2
 = s l n v! J Yi(ln u a ) y - τ 7 ξ > 2 (11) 

Selecting the number of runs. 
The design of the experiment consists of determining the number of 
runs to be made at the low level of C for each run made at high 

a o 
level (as in any f a c t o r i a l design). Let n* and n" denote the num
ber of runs at the high and low levels of C a , respectively. Be-

a o 
cause the standard deviation of the average value of a set of "ob
servations", In k in th i s case, i s inversely proportional to ΛΓ, 
in order to obtain equal values of s 1 n k at the high and low levels 
of C : 

a o 

— i = Ϊ (12) 
/ n 7 C ' T f r C" 

ο ο 

o r ΖΓ = / n 
α 

S. = /S- (13) 
ο 

For example, i f C\ = 0.5 C a , then η" * 4η 1 w i l l produce equal 
α . α Ο Ο 

standard deviations. 
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In Γ = Ί " g * Ί " ?a ( 1 4 ) 

For optimum conversions, equation 8 yields 

In Γ = In Constant + In Ca (15) 
a a o 

Substituting this into equation 14 and simplifying 

l n - l n *a " n V { l n C â - l n C a } ( 1 6 ) 

ο ο 
ln ζ ; - ln Γ = (In Ci - In C" } (17) a a π +π 9Λ a ο ο 

Σ(1η ϋ . -In ÏÏJ2 

Equation 18 permits the calculation of the factor by which s l n k is 
multiplied to yield s a . It is obviously a function of n* and n". 
For fixed n 1 , the factor is simply a function of n'Vn* and the de
sign of experiment can be broken into two steps: 

choose n 1 for the desired design 
a. for a 2n factorial, η' = 2η~* 
b. for a 2n"p fractional factorial, η' = Z ' 1 . 

2. for the fixed value of n 1 , choose n'Vn1 to obtain the de
sired precision for a 2 range for ln U"a; typically n" = 2 

The table below provides the basis for step 2. It is reasonable 
to wonder whether i t might not be better to use addition runs at 
the high level of C before reaching such high values of n'Vn1. 

ao 
(s a depends on the standard deviation of ln k at the high levels 

a2 
of Ca and that can be reduced by increasing η ' ) . This can be de-

ao 
termined for a fixed value of n* + n" by differentiating equation 
15 with respect to n", setting the result equal to zero, and 
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n " / n ' / it 1 - s s 8 - Ca / c â 
/ ΣΟη Ζ - in υ / 0 0 

1 » 1 
2 3.54 0.71 
3 2.10 0.58 
4 1.61 0.50 
5 1.36 0.45 
6 1.20 0.41 
7 1.09 0.38 
8 1.02 0.35 
9 0.96 0.33 

10 0.91 0.32 

solving for n"/n'. The optimum ratio is 11:1. This means that 
for all practical cases the design will consist of η' runs at the 
high level of C. (step 1, previous page) and n"/n' runs at the 

ao 
low level of C which corresponds to a factor in the above table 

ο 
which is small enough to produce the desired precision in ag. 
The factors shown there are being reduced more rapidly than 
{(η'+η")/(η'+η"+1)} ΐ ί which is the rate expected for replication. 
Suppose we wish to design a factorial experiment in three variables 
with 1 

/ Σ(1η Γ - In Γ ) 2 = 3 

ν ν 
η' = 4 

η 7 η ' = 3 

The design will be as shown in Figure 2 with each dot representing 
one run. 

Illustration 

The reaction is: 

A — • Β 
A — • C 

At 127°C., the following results have been obtained. Reaction time, 
0.5 hr, C a = 1.0, C b = 0.0, CQ = 0.0 C a = 0.286 Cfa = 0.428 

0 0 0 
C = 0.286. First order rate constants were calculated: kj = 
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Figure 2. Factorial experiment. Each dot represents one run. 
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1.5 hr"1; k2 = 1.0 hr"1. From similar data at higher temperatures 
the activation energies were calculated: Ej - 17.6 kcal/g-mole and 
E 9 = 26.7 kcal/g-mole. From previous data, s „ , s , equal 0.01. 

ά c a cb 
We wish to design an experiment to obtain data and fit an equation 
like Equation 4 to them, except using ln k and ln k. We wish to 
achieve the following precision levels: s • 500 cal/g-mole; 

a l 
s - s - 0.1. 

a2 a3 
The ks are given by: 

Ί " * 1 " * ( 1 9 ) 

a aQ a 
C C - C 

1 1 Ο 0 
*2 ~ t m C C - C a a a 

k « l i n ο ο ( 2 0 ) 

For optimum conversion of A (In C /C « 1) and equal standard de-
ao a 

viations for the C's, the propagation of error formula yields: 

S l " ki = (G V C »« ) I ( * ) 2 + { ) 2 ] Η 1 = 1' 2 ( 2 1 ) ι a ο ι 

The term in brackets is the factor by which the errors are inflated 
due to the fact that the ks must be calculated from two measure
ments. For kj this factor is 2.30 while for k2 it is 2.96; they 
vary at most 10% over the planned temperature range. 

The experiment will be designed to match the precision re
quirements for In k 2 ; for ln kj, they will be exceeded. We will 
use a two-level factorial design in 3 variables; from Equation 12 
s 1 n v « 0.0805/C . For n1 « 4, s a - 0.0402/C £(ln IT -ln Γ ) 2 in κ aQ a 2 aQ a y a y 

with the summation over n'Vn'+l terms. If Ca =1, and the recipro-
ao 

cal of the denominator is no greater than 2.48, the precision re
quirements will be met. For n"/nlss3, the factor will be 2.1 which 
is acceptable and C" fZ% =0.58. The values for Γ. are given by: 

ο ο 

American Chemical 
Society Library 

1155 16th St. N. W. 
Washington, D. C. 20036 
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, tf
 k l C a f t -(k,+k 9)t 

• C b Q
 + à k T \ " V <22> ο 1 ζ ο 

Since (Ta = 0.632Ca * C b + 0 - 3 6 8 C a k l k l + l c 2 * F o r a n y 

0 , 0 0 
values of C a , kj and kg, C b may be chosen to achieve a required 

ο ο 
level of Tb. Since i t w i l l be calculated by difference, i t i s 
possible that C b w i l l be negative i n which case i t w i l l be nec
essary to raise the design level f or C b. We are s t i l l free to 
choose C b at the lower level of Î*b. Two p o s s i b i l i t i e s are : 
C\ = 0.0 (for convenience or at the level anticipated to be the 

ο 
mixed feed concentration during recycle, say 0.1. For i l l u s t r a 
t i o n , we w i l l choose C. • 0.1 to correspond with the lower level 

ο 
of u b . At t h i s lower level Cfi w i l l be at two levels (as in any 

ο 
f a c t o r i a l design). In order to calculate the actual values, the 
ks must be known and, therefore, we must determine the temperature 
l e v e l s . From the design s p e c i f i c a t i o n : 

s a , " 5 0 0 -/T i 2 3» 
(i/tv - Τ7Ό 

, = 500 = < * » 
1 

There w i l l be 8 identical values in the sum, s l n k
 s 0.080 and we 

e l e c t to put the center of the design at 400°K: 
1/TV - 0.0025 ±0.000057 

T v = 391, 409°K (118, 136°C) 

From the activation energies, we calculate for 118°C kj = 1.2 
k 2 = 0.715; fo r 136°C., kj • 1.87, k 2 • 1.40. Then, the complete 
design i s : 
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Run No. 1* 2* 3 4 5* 6* 7 8 
T C 118 118 118 118 136 136 136 136 
Ca 0.58 0.58 1.0 1.0 0.58 0.58 1.0 1.0 

a o 
C b 0.203 0.453 0.100 0.350 0.245 0.495 0.172 0.422 

ο 

t,hr 0.74 0.74 0.74 0.74 0.21 0.21 0.21 0.21 

* run in triplicate 

The levels of C~b are 0.345 and 0.595. Their ratio is 0.58, the 
same as for , since the precision requirements of their coeffi-

α 
cients are the same. The times are those required to make 
(kj+kgH = 1.0. The design is complete. 

To illustrate the efficacy of the design, the following re
sults were calculated: 
Run No. 1* 2* 3 4 5* 6* 7 8 

0.198 0.212 0.369 0.407 0.202 0.221 0.396 0.396 

cb 0.479 0.685 0.484 0.707 0.463 0.669 0.494 0.707 

k l 1.049 0.857 0.819 0.731 2.896 2.225 2.350 2.081 
k2 0.403 0.500 0.528 0.484 2.126 2.365 2.060 2.330 

* Average of 3 results 

The correlation coefficients between pairs of independent variables 
in Equation 4 are: 1/T - In C a : -0.015; 1/T - ln C b : -0.095; 
In C - In C k : -0.071. These low values indicate that the esti-a b 
mates have been uncoupled (0.0 indicates complete independence and 
1.0 indicates complete correlation). The calculated values of the 
coefficients are: 

i In k. aj = -E/R a 2 = α a 3 = β 

1 Estimate 8908 -0.276 -0.101 
True 8857 -0.377 -0.146 
Std Dev 388 0.076 0.088 

2 Estimate 13488 0.135 0.106 
True 13437 0 0 
Std Dev 499 0.098 0.113 
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The results are satisfactory. The estimates are a l l within 1H 
standard deviations of the values used to generate the r e s u l t s . 
Conclusion 

In integral reactor experiments, the experimenter i s limited 
in extending the range of his observations by the fact that there 
i s a loss of precision when conversions are too high or too low. 
A method has been described which u t i l i z e s minimum-variance con
ditions and which leads to almost complete uncoupling of kine t i c 
variables which further reduces the uncertainty in the estimates 
of the kinetic parameters. 
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13 
Modeling and Control of Continuous Industrial 

Polymerization Reactors 

JOHN F. MACGREGOR 

Department of Chemical Engineering, McMaster University, 
Hamilton, Ontario L8S 4L7, Canada 

PAUL W. TIDWELL 
Monsanto Company, Decatur, AL 35601 

In this paper we will primarily deal with the analysis and 
control of continuous flow polymerization reactors although much 
of the methodology will be relevant to other continuous processes 
and some batch processes as well. Consider the situation depicted 
in Figure 1 where there is a single or a sequence of flow reactors 
and one is interested in maintaining good control over polymer 
properties such as viscosity, MWD, copolymer composition, particle 
size distribution, polymer end group composition (dye sites), etc.. 
This can he done by adjusting the set points of primary control
lers for one or more adjustable input variables such as initiator 
flow, catalyst flow, monomer feed ratios and reactor temperature 
or pressure. It is this secondary level of control over the poly
mer properties with which we shall be concerned here rather than 
the primary level of control over the individual manipulated vari
able themselves; that is, over the reactor temperature or pressure, 
or the feedrates, etc.. These latter variables often can be mea
sured accurately and continuously and therefore usually can be 
well controlled by conventional continuous pneumatic or electronic 
proportional-integral-derivative (PID) type controllers. The con
trol algorithms for the control of the polymer properties will 
usually act by readjusting the set-points of these primary control
lers. 

Measurement Problems in the Control of Polymer Reactors. 

Before proceeding it is worthwhile discussing in more detail 
some aspects of measurement problems which present additional 
difficulties in formulating control strategies for polymerization 
reactors. 
(i) Discrete data: The observations of the output polymer pro

perties are often available only at discrete equispaced in
tervals of time. This, of course, rules out the use of con
tinuous pneumatic or electronic controllers. 

(ii) Off-line analyses: In spite of rapid development in the 
area of on-line detectors a large number of polymer proper-

0-8412-0549-3/80/47-124-251$05.00/0 
© 1980 American Chemical Society 
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Polymer Samples 

Reactor 

Figure 1. Reactor control configuration 
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ties (e.g. conversion, MWD, copolymer composition, end group 
compositions, etc.) are s t i l l time consuming measurements 
made off-line in the quality control laboratory of most 
plants. This usually results in introducing a considerable 
time lag into the feedback loop of any control scheme. A l 
though analytical equipment is available for on-line analy
sis of some of these properties, i t is a question of provi
ding economic justification for them and of making them 
rugged and reliable enough for in-plant use. 

( i i i ) Long sampling intervals: Compounding the above problems, i t 
is not uncommon for many of these properties to be analyzed 
very infrequently, perhaps only once per 8-hour shift or 
once per day. This would appear to make the control problem 
almost impossible but, in fact, such sampling intervals are 
not inconsistent with the requirement of eliminating many of 
the major stochastic disturbances in the system. Recent 
work by Box and Jenkins (k) and MacGregor (lh), has em
phasized that in the control of processes subject to stochas
t ic disturbances i t is only important to sample fast enough 
to pick up changes in the major forecastable disturbances in 
the system. In the authors1 experience the stochastic dis
turbances typically affecting polymer reactors persist over 
periods of days and even weeks, thereby making an 8-hour 
sampling interval quite consistent with the achievement of 
good control. In fact, the contrary situation has sometimes 
been the case, where deterioration in the quality of the 
control has resulted from too frequent control action, par
t icularly when the measurement noise was large and the con
t ro l strategy not developed to account for i t . 

(iv) Large measurement error: The analysis procedures for many 
polymer properties such as copolymer composition are often 
involved and difficult to carry out. As a result the mea
surement error variance is quite large. In fact, i t is not 
uncommon for the two standard deviation limits of these mea
surements to approach the desired specification limits for 
grading of the polymer. 

Any control procedure for polymer reactors must recognize and 
deal with these measurement problems. This rules out the use of 
conventional continuous control ideas taught to engineering stud
ents at most universities. These latter ideas are based on conti
nuous measurements, in the presence of l i t t l e or no measurement 
noise, and are applicable only to systems with rather short time 
delays in the feedback loop. 

Process Modelling 

In order to analyze for process problems or design stochastic 
controllers one usually needs to run fu l l scale plant tests and 
develop process dynamic models from the resulting data. This sec
tion discusses several aspects related to the modelling of polymer 
reactors for these purposes. 
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Type of Model. Depending upon the type of problem being i n 
vestigated, one can employ models ranging from very complex non
linear partial differential equations based on theoretical poly
merization kinetics and mixing theory to simple linear empirical 
differential or difference equations built from process data only. 
Both these types of models have their place in developing process 
control strategies and in analyzing for process problems. 
(i) Mechanistic (nonlinear) Models: These tend to be relatively 

complex models and usually require a considerable develop
ment effort to arrive at an adequate form. Their primary 
use has been, and probably wi l l continue to be, in the de
sign and simulation of polymer reactors. It is usually the 
steady-state versions of these models that are used to size 
new reactor systems or to simulate operation at different 
conditions of throughput, temperature, feed ratios, etc.. 
These steady-state models are also useful for supervisory 
control where they can be used in an on- or off-line mode to 
optimize the operation conditions of the reactors at various 
times and to readjust the set-points of the basic tempera
ture or flow controllers accordingly. Such use depends very 
much on the specific system and objectives. 
Dynamic or unsteady-state forms of these mechanistic models 
may also be useful in simulation or on-line control. They 
can be used to design reactors or find operating conditions 
which are less sensitive to specific types of disturbances, 
or to develop start-up procedures for a sequence of reactors. 
In the control of batch polymerizers they are potentially 
useful in controlling the polymerization reaction to follow 
some desired reaction path or trajectory. For the control 
of continuous reactors sampled at equi-spaced intervals of 
time (the main topic of this presentation), they can be used 
in a feedback control scheme with a process control computer 
to compute the control action needed to bring the reactor to 
a desired state in some specified optimal manner, providing 
the control or sampling interval is long compared to the 
time necessary to make the necessary computations (see for 
example Kiparissides et a l . (13)). Unless one is interested 
in operating the reactors over a wide range of conditions 
the simple empirical models discussed below are usually bet
ter suited to this latter feedback control situation. 

( i i ) Empirical (linear) Dynamic Models: These are usually dis
crete linear transfer function (difference equation) type 
models which provide a representation of the dynamic behavi
our of the process at the discrete sampling instants. They 
are in general much simpler to develop than theoretical mo
dels, both their structure and parameters being empirically 
identified from plant data. They are very useful for deve
loping controllers to maintain the polymer properties con
stant at desired target values. These control schemes can 
often be made simple enough (at least the univariate ones) 
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that the operators can implement them using tables or a pro
grammable calculator. Moré powerful schemes are possible i f 
a process minicomputer is available. One of the major draw
backs of these empirical linear models is their limited 
range of applicability. They hold quite well in the regions 
of operation for which they were developed, but they extra
polate very poorly due to the nonlinearities present in 
polymer reactor systems. One method of overcoming this dif
ficulty, under changing conditions, by simultaneously track
ing the changing parameters and controlling wi l l be discuss
ed later. 

These two general types of models represent the extremes and 
various levels of sophistication lying somewhere between these are 
possible. Given the time and manpower i t is wise to develop both 
types of model and compare them with one another and with plant 
data. The authors are aware of several situations where the 
simple empirically identified models have revealed important eff
ects not accounted for in the theoretical models, and thereby led 
to a considerably better understanding of the system. 

The remainder of this manuscript w i l l deal with the ident i f i 
cation of linear empirical models and their use in developing con
t ro l strategies. 

Plant Experimentation. In order to evaluate process problems 
or develop simple models for a process, i t is often necessary to 
design and run fu l l scale plant experiments under production con
ditions. Due to long response times, long sampling intervals and 
the noisy nature of the measurements, these plant tests usually 
last from a few days to a month or more. Therefore, they must not 
drive the polymer properties out of specification for any unusual 
period of time nor upset any other mode of operation of the plant. 
There is no more certain way of ensuring termination of the test 
than trying to obtain too much information too quickly. The test 
must, therefore, be planned carefully and then performed by the 
engineers responsible for production. Maximum use of polymer 
blending faci l i t ies or running on only one of many parallel reac
tor trains can effectively be used to minimize the larger variat
ions in polymer properties which result during the test. Even i f 
only steady-stage information is ultimately desired on the process, 
i t is often necessary to design and analyze the experiments in a 
manner which accounts for the dynamic or transient effect and then 
obtain the steady-state information by the appropriate simplifica
tion of the resulting dynamic models. The main reason behind this 
statement is that i t is physically diff icult or impossible in 
practice to hold the process steady enough at a number of margin
ally different fixed levels of operation in the face of major 
stochastic disturbances in the system, and then to be able to d i 
rectly estimate meaningful steady-state effects from such data in 
the presence of the large measurement errors. Furthermore i f the 
major disturbances are of a nonstationary nature, the consequences 
of trying to estimate steady-state effects by running open-loop 
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factorial type experiments should "be obvious. The results obtain
ed by performing the usual factorial regression analysis (which 
assumes independent, zero mean, random errors) wi l l be incorrect 
and the confidence limits on the estimated effects wi l l be mis
leading (Box and Newbold (8) ). Furthermore, different results 
wi l l be obtained upon any replication of the experiment. Replica
tion and randomization procedures have been used successfully in 
some EVOP and response surface studies on plants subject to non-
stationary disturbances. These procedures do not protect us en
t i re ly against making incorrect conclusions under those circum
stances, and the cost in terms of plant experimentation time for 
what protection they do afford is prohibitive when compared to the 
dynamic experimentation route outlined below. For example, one of 
the authors became involved in experimentation in a petrochemical 
plant where factorial experiments had been done repeatedly for 
years in an effort to solve some severe yield problems in part o f , 
the plant. These experiments, i t turned out, were done with a 
nonstationary disturbance process operating in the system and 
hence they yielded s i l l y results. A simple 50-hour experiment and 
analysis of the data with time series methods solved a problem 
that had existed and defied solution for about 10 years. 

Consider the process configuration in Figure 1. An experi
mental program consists of introducing designed variations into 
the process inputs or manipulated variables (up to about k of 
these variables can often be studied simultaneously), and then 
sampling and analyzing the polymer being produced at the desired 
locations along the chain of reactors. Such data can sometimes be 
collected under open-loop conditions, that i s , under conditions 
where there is no feedback control being exercised over the output 
polymer properties through manipulating some of these input vari
ables. Processes on which this open-loop type of experimentation 
can be performed are those which are subject to fair ly stationary 
stochastic disturbances over the time period of the experiment and 
whose output polymer properties wi l l remain reasonably well within 
defined specification limits i f a l l the input variables are held 
fixed at suitable mean levels. In this case the design of the ex
periment consists of choosing when and how to impose deviations in 
these input variables from their mean levels. The situation is de
picted in Figure 2. Various types of input sequences can be used 
and some research has been done on the optimal design of these in 
put sequences to maximize the amount of information obtained on 
the process (Box and Jenkins (h), and Mehra ( l 6 ) ) . These optimal 
designs rely upon one's imprecise prior knowledge of the process 
and disturbances, and so are rarely directly useful. However, 
they do point out the importance of properly choosing certain 
characteristics of the input sequences. The most important re
quirements are as follows : 
(i) The input sequences should be uncorrelated with one another 

in order to enable one to separate out the separate effects 
of each input in later analysis. This can be guaranteed by 
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using independent random number sequences in generating the 
inputs. 

( i i ) The input variations must have the proper frequency content 
in order to obtain the maximum amount of information on the 
process dynamics from the small perturbations used. Too 
high a frequency relative to the time constants of the sys
tem wi l l result in most of the variations being damped out 
and hence practically unobservable in the outputs. Too low 
a frequency wi l l result in obtaining l i t t l e information on 
the important transient effects. The proper frequency must 
be related to the estimated time constants of the process. 

( i i i ) The magnitude of variation of the inputs must be carefully 
chosen. They must be varied enough to reveal the important 
effects in the outputs, but not too much to push the polymer 
properties out of specification for any inordinate amount of 
time. This leaves very l i t t l e room for error and makes the 
property choice very dif f icult . One must rely on a l l prior 
knowledge of the process and be willing to change the magni
tude of the variation as the experimentation proceeds. It 
is often convenient to design the experimental programs in 
time blocks with adjustments to the magnitude and frequency 
content of the input signals being made between blocks. Be
cause the experimentation is being performed on a plant un
der fu l l production conditions the magnitude of the input 
variations must often be chosen too small to be able to dis
tinguish the effect of each change on the process outputs 
from that due to the large measurement errors. As a result 
a reasonably sophisticated statist ical analysis of the data 
is often necessary. 

Some common types of input sequences which can satisfy the 
above requirements and are commonly used are il lustrated in Figure 
2. A pseudo-random binary signal is one which takes on values at 
either of the two levels with the decision to switch from one 
level to the other being made at each time interval by a random 
process. This type of signal is quite satisfactory i f the switch
ing frequency is chosen properly. For several inputs, uncorrec
ted pseudo-random binary signals switching according to different 
random number sequences can be used. An alternative to this is to 
make use of the orthogonality property of factorial designs and 
vary different inputs according to the pattern of these designs. 
This has the added property that i f the time spent at each condi
tion is reasonably long in comparison to the process time const
ants and the disturbance process is stationary, a pseudo-steady-
state analysis can be attempted by classical factorial design and 
analysis methods. A third type of very useful input sequence is 
the class of stochastic time series inputs generated by sequences 
of random Normal deviates. These wi l l be discussed in more detail 
later. In a l l open loop experimental programs, considerable care 
must be taken to guard against a lurking controller, a zealous op
erator who manipulates a variable not included in the program to 
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X1 

inputs 

PROCESS 

outputs 
(polymer properties) 

Figure 2. Open-loop experimental configuration 

Added Signal 

j n n r u ~ i r x2 

*. Yi 

inputs outputs 
(polymer properties) 

Figure 3. Closed-loop experimental configuration 
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13. M A C G R E G O R A N D TiDWELL Continuous Polymerization Reactors 259 

maintain the response about the target. 
In some situations open-loop experimentation cannot be per

formed due to the presence of large or drifting disturbances in 
the system which necessitate that some polymer properties be main
tained under control throughout the course of experimentation by 
manipulating one or more inputs in a feedback manner. Such a 
closed-loop situation is depicted in Figure 3. It is important, 
in this situation, that to identify the causal relationships be
tween these variables one add a designed input variation to the 
feedback signals and not try to identify these relationships using 
only the inherent process input variations resulting from the feed
back control action. If such a signal were omitted, any attempt 
at process model identification could lead not to a model of the 
process but rather to a model of the feedback controller (Box and 
MacGregor (j)). 

Empirical Model Identification. In this section we consider 
linear difference equation models for characterizing both the pro
cess dynamics and the stochastic disturbances inherent in the pro
cess. We shall discuss how to specify the model structure, how to 
estimate its parameters, and how to check its adequacy. Although 
discussion wi l l be limited to single-input, single-output process
es, the ideas are directly extendable to multiple-input, multiple-
output processes. 

Process Transfer Function Models : In continuous time, the 
dynamic behaviour of an ideal continuous flow stirred-tank reactor 
can be modelled (after linearization of any nonlinear kinetic ex
pressions about a steady-state) by a first order ordinary differ
ential equation of the form 

x f + y = g X (1) 

where τ is the process time constant and g is i ts gain, and X and 
y are deviations about the steady-state. If this f irst order pro
cess is sampled at discrete equispaced intervals of time ( . . . (T- l ) 
h, Th, ( T + l ) h , . . . ) and the input (manipulated) variable changed 
at the sampling instants, but held constant over the following i n 
terval (the usual situation in sampled-data control schemes), then 
its dynamic behaviour at the sampling intervals is given exactly 
by the first order difference equation 

y t = « y t x + g(i-«) x t 1 (2) 

where 6 = e""*1/7 and the subscript t refers to the discrete time 
instant. Introducing the backward shift operator z""1 (where z""1 

y. = y-fci and z" k y . = y-Jk: ) the difference equation (2) can be 
written as 
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= g(l - 6) 

This is a first order discrete transfer function of the sampled 
process. In general, the dynamic behaviour between a single input 
variable X and an output variable y in most polymer reactor sys
tems can be adequately modelled at the sampling instants by a 
difference equation model of the form y = 6 i y t i + <$2 νΐ-2 + . . . . 
+ ryt-r + <u0Xt-b " w l x t - b - l - . . . - <dsXt-b-s where y t and Xt are 
deviation variables about steady-state operating condition. In 
the backward shift operator notation 

-1 -s 0)0 - CûjZ - . . . - ω 8 ζ 
y = X (k) 

t 1 - δ - 1 - 6 rz-r 

where b is the number of whole periods of time delay between mak
ing a change in the input X and first observing its effect on the 
output. The form or order of the discrete transfer function for 
any process can be identified directly from plant data. 

In practice, the system wi l l be subject to stochastic distur
bances or noise and the observed output response deviation Y 
(polymer properties) wi l l be the sum effect of that induced by the 
manipulated input X and that induced by a l l other disturbances, 
that is 

= S i s l χ + H ( 5 ) 
* δ ( ζ - ΐ ) t b * 

This process disturbance measures the total effect on the out
put property Y of a l l unobserved process and measurement distur
bances, and i t represents the output deviation from target that 
would occur i f no control action were taken. In polymer reactor 
systems where the process is often subject to large drifting types 
of disturbances and large measurement errors this term can be very 
large and often greater in magnitude than the effect of the mani
pulated variable changes X. Therefore, i t is important that a 
model for these stochastic disturbances also be simultaneously 
identified from the plant data, f i rst ly to enable one to be able 
to obtain a valid transfer function (or a mechanistic) model of 
the process in the presence of such large disturbances, and second
ly to enable one eventually to design a stochastic control scheme 
which can cancel out the effect of these disturbances. 

Stochastic Models for the Disturbances: The type of stochas
t ic process disturbances N-t occurring in practice can usually be 
modelled quite conveniently by stat ist ical time series models 
(Box and Jenkins {h) ). These models are once again simple linear 
difference equation models in which the input is a sequence of un
corrected random Normal deviates (a.) (a white noise sequence) 
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with zero mean and variance σ . One of the simplest such models 
is the first order autoregressive model 

w t = * N t - i + a t { 6 ) 

or as expressed in the backward shift operator notation 

N. = ± a. (7) 
* 1 - φ ζ - l * 

Comparing this with equation (3) shows that this can be considered 
as the output of a first order transfer function in response to a 
random input sequence. Moré generally, most stochastic disturban
ces can be modelled by a general autoregressive-integrated moving-
average (ARIMA) time series model of order (p,d,q), that i s , 

Ν. = Φ,Ν. +..+ Φ ..Ν + a - θ .a . - . . . t 1 t-1 p+d t+p+d t 1 t-1 

- φ a+ (8) 
y q t-q 

or (1 - θ . ζ - 1 - . . . - θ ηζ-<1) 
Η. = - â -r a. (9) 

t (1 - φ - 1 - . . . - φ z-P)(l - z - 1 ) d t 

where the autoregressive operator in equations (8) and (9) is seen 
to contain d roots equal to unity (that i s , d difference operat
ors). Usually d = 0 or 1. The presence of a non-zero d per
mits one to model the drifting type of non-stationary disturbances 
often seen in practice, and particularly in situations where con
t ro l is necessary. It wi l l be seen later that only in the pre
sence of non-stationary disturbances (d > 0) wi l l the optimal con
trol ler contain integral action. The orders p,d, and q, of the 
autoregressive, differencing, and moving average operators respec
tively can be identified from plant data. 

Identification from Plant Data: Assuming that one is start
ing with open-loop data collected from the process, Box and Jen
kins (5., k) suggest the following very effective iterative app
roach to identifying the structure and parameters of the combined 
dynamic-stochastic model of equations (5) and (9). (A modification 
of this procedure for use when closed-loop data has been collected 
is presented by Box and MacGregor (7)). F i rs t , the orders of the 
transfer function and time series models for the process and the 
disturbances are identified using simple cross-correlation and 
autocorrelation techniques, plus any available knowledge of the 
system. The tentatively selected model form is then fitted to the 
plant data and its parameters estimated. This involves use of any 
commonly available nonlinear regression program. Diagnostic 
checks are then applied to the model residuals with the object of 
uncovering any possible lack of f i t and diagnosing its cause. 
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Specification of a suitable 
model structure 

• ± 1 
Estimation of the parameters 

in this model 
ι τ ' 

Ύ 

Diagnostic checking 
(is the model adequate?) 

If inadequacy is found, the iterative cycle of identification, 
estimation, and diagnostic checking is repeated unti l a suitable 
representation is found. 

Having developed a linear dynamic-stochastic model for the 
process, one is then in a position to better understand the dyna
mic or transient behaviour of the process in response to changes 
in the manipulated variables and to have some appreciation for the 
characteristics of the disturbances in the system. Before pro
ceeding with a discussion of the theory and application of stochas
t ic control techniques to polymer reactor systems based on these 
models, i t should be stressed that in many instances the improved 
understanding of the system that has resulted from the develop
ment of these models has eliminated the need to implement such 
control strategies. In some instances, this has come about 
through simply changing the operating procedures for the process 
so that desired processing changes are affected by changing vari
ables which have more desirable transient effects on the polymer 
properties than the variables traditionally used. In other i n 
stances, by studying the nature of the disturbance structure at 
various measurement points in the process, i t was possible to 
track down and eliminate some of these major disturbances at their 
sources. 

Control of Polymer Reactor Systems 

The control schemes to be discussed in this section are based 
on the discrete time empirical models of the previous section. 
The major emphasis wi l l be on the minimum variance stochastic con
t ro l schemes of Box and Jenkins ( k) and Astrom ( l ) , and on modi
fications of them. These schemes have seen successful application 
in the polymer industry, and they are intuitively appealing and 
yet simple enough to be implemented by the plant operators using 
either a programmable hand calculator or control charts and tables. 
Moré powerful adaptive versions can be implemented i f a small on
line mini-computer is available. 

Minimum Variance Control: Given that the objective of most 
continuous flow polymer reactor systems is to maintain the output 
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polymer properties as close as possible to some target or specifi
cation values in the face of stochastic disturbances, i t would 
seem to be sensible to design control schemes which would minimize 
the variance of the output deviation from their target values. 
For the general theory the reader is referred to the indicated re
ferences. In this section the methodology wi l l be il lustrated by 
way of an application to the control of viscosity in a condensa
tion polymerization reactor. 

In the production of a condensation polymer the melt visco
sity of the final polymer (Y) was measured every 15 minutes by an 
on-line viscometer. This viscosity could be kept near its target 
value by manipulating a variable (X). By performing a very simple 
plant test in which the input (manipulated) variable was perturbed 
in a pseudo-random binary manner and the resulting viscosity re
corded every 15 minutes by the on-line viscometer, the following 
dynamic-stochastic model was identified for the process: 

= -0-076 χ ( 1 0 ) 

* 1 - οΛβζ-1 t 2 * 

where and X. are deviations from mean values, and the distur
bance N-t in the melt viscosity was identified as 

= 1 - 0.76z-l 
t τ 1 t 

1 — z 
2 . 

with variance of the white noise sequence a. given by σ & = 15. 
The aim of the feedback controller is to compensate for this dis
turbance in the output viscosity by changing the input variable 
X t - The total effect of the disturbance on the output at time t 
would be cancelled i f one could set the effect of the compensation 
equal to the negative of the effect of the disturbances, that i s , 
by setting 

-0.076 N, 
1 - 0 Λ 6 Ζ - 1 

Thus, the.control action at time t should be such that 

X t 0.076 Nt+2 U 2 ; 

However, this action is physically unrealizable since i t involves 
future values of the disturbance. The best one can do is to re
place thefuture value N. + 2 by its two-step ahead minimum variance 
forecast Ν + 2 ' taken at the present time t. It can be shown that 
this wi l l provide the control action which wi l l minimize the var i 
ance of the deviations of output viscosity from its target value. 
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For the disturbance model given in equation ( l l ) the minimum vari
ance forecast is given by 

1 - ζ 

If this forecast is used in place of i n the control scheme in 
equation (12), the resulting output deviation from target (e-) at 
time t wi l l be given by the two-step ahead forecast error of N-t, 

(Y -Target) = e. = ( l + O U z - a . (lU) 
Χι Ό υ 

Eliminating the variable a in equation (12) by using {lk) yields 

* 0 . 2 Î / Ί Ι-χ 
Ν,, n = e x (15) k,t+2 (1 - z'l)(l + 0.21+ z-1) t 

which upon substituting for N-+2 in equation (13) gives the mini
mum variance control algorithm 

x = Q.2M1 - ο Λ 6 ζ - Μ ( l 6 ) 

t 0.076(1 - z - ! ) ( l + 0.21+z-1) * 

Expanding this out into a difference equation form gives 

VX t = -0.21+VX + 3 . l 6 e t - 1 5 e t e l (17) 

where VX t = ( l - z - X t = x t " x t - l i s t n e c n a n S e to be made in the 
manipulated pressure variable at time t. 

The final control algorithm (17) is a very simple difference 
equation containing only the past two output viscosity deviations 
and the past manipulated variable change. It could easily be im
plemented manually using a nomogram type chart or a programmable 
hand calculator. In reality, this particular controller was im
plemented with a process control computer in 1978 and performed 
as expected. Figure h shows the performance of that control sys
tem in April 1979. Included in Figure h is the performance of a 
companion system fed the same raw material, but controlled by an 
experienced operator. It is evident that the control performance 
of the reactor under stochastic control is the better of the two 
(σ = 3.2 versus σ| = 5.8). It is also evident that its per
formance could be further improved by re-estimating the model para
meters and altering the controller parameters accordingly. (An 
on-line alternative to this latter step is discussed later in this 
paper.). While the original disturbance model for this system was 
identified as VNt = (I-O.76Z-1)a-fc, the elimination of a major dis
turbance source has altered the model to approximately VN. = 
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(1 - O.Sz'Mat with a a * 1. The rederived minimum variance con
t r o l l e r would be 

VXt = -0.7VX t 1 + 9.21e - k.2ketmml ( l8) 

However, t h i s controller would require appreciably larger and pro
bably unacceptable changes i n the manipulated variable. This i s 
often a problem with minimum variance control algorithms because 
they e f f e c t i v e l y attempt to cancel out the forecasted disturbance 
in the minimum time (the delay time of the process, b). To over
come thi s the control algorithm can be redesigned to minimize the 
variance of the output variable deviations subject to a constraint 
on the variance of the input variable manipulations. The theory 
i s available for designing these constrained control algorithms 
(17, 11, 13) and i n t h i s case leads to the same difference equat
ion form of the control algorithm as that given i n equation ( 1 7 ) » 
except for the presence of an additional V X 2 "term. As more con
strai n t i s placed on the allowable manipulated input variance, the 
performance of the controller, as measured by the variance of the 
output deviations, w i l l increase. A suitable compromise between 
the variances of the manipulated and controlled variables can be 
found by evaluating these variances for a range of values of the 
constraint parameter (λ), as i l l u s t r a t e d i n Table I for the cur
rent process. 

Table I. Variances of e- and VXt for controllers with 
various degrees of constraining. 

λ V a r ( e J / a 2 Var(VX,)Aj 2 

t a t a 

0. 1.1+9 102.8 
.01 1.6k 20.1 
.02 1.73 13.9 
.OU 1.86 9Λ 
.06 1.95 7.6 
.10 2.09 5.8 
.25 2.kh 3.6 
.50 2.82 2.5 

1.0 3.35 1.7 

Self-tuning and Adaptive Control: It i s obvious from the 
preceding discussion that the design of f u l l scale plant experi
ments, the development of suitable dynamic-stochastic models, and 
f i n a l l y the design of a stochastic control algorithm requires a 
certain degree of experience and special s k i l l s not readily a v a i l 
able i n many companies. Furthermore, these l i n e a r models and the 
controllers derived from them are only v a l i d i n certain ranges of 
plant operation and only i f the process parameters do not change 
appreciably with time. These problems have led to the development 
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of what are termed "self-timing" and "adaptive" versions of these 
controllers (2,18,10). The basic idea is i l lustrated below. 

Process 

Controller 
+ ι 
J U p d a t e . 
I t On-line 

Estimator 
4. 1 

Based on current knowledge of the process and its disturbance 
characteristics, one may know or choose a reasonable difference 
equation structure for the controller algorithm. Starting with 
some assumed i n i t i a l parameter values in the controller equation, 
the controller can be implemented on the process as shown. The 
control algorithm is coupled with an on-line recursive estimation 
algorithm which receives information on the inputs and outputs at 
each sampling interval and uses this to recursively estimate the 
optimal controller parameters on-line and to update the control
ler accordingly. The idea is to use the data collected from the 
on-line control manipulations to tune the controller directly. 
Even starting off with poor i n i t i a l controller parameter values, 
the self-tuning algorithm usually converges quite rapidly to a 
stable controller. After a certain amount of data has been col 
lected one can test whether or not the assumed controller form is 
optimal (in the sense of the minimum variance) and then change i t 
i f necessary. 

For processes which operate over a wide range of conditions 
or production rates i t is to be expected that the process and dis
turbance model parameters wi l l be changing with time. With a very 
minor change in the recursive estimation algorithm one can use 
this scheme to track these slowly moving processes and thereby 
keep the controller well tuned at a l l times. 

Industrial applications of these controllers have been 
successfully carried out in Sweden on paper machines (9) and on an 
ore crusher system ( 3 ) . A good discussion of the practical as
pects of the approach and an application to the control of a 
packed bed tubular reactor is contained in a paper by Harris et a l . 
(12). 
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Minimizing Round-Off Error in Direct Solution of 

Large Sparse Systems of Linear Equations 

M. SHACHAM 1 

Department of Chemical Engineering, Ben Gurion University of the Negev, 
Beer Sheva, Israel 

Many engineering problems require solution of large and 
sparse systems of linear equations. Typical examples are: model
ing and simulation of staged, multicomponent processes, pipeline 
network design, solution of electrical networks and partial dif
ferential equations. Among others, chemical engineers also show 
a growing interest in the solution method of sparse linear systems 
(Lin and Mah ( χ ) , Gabrielli and Spadoni {2)). 

A system of linear equations can be written in the form 

Ax = b (1) 
where A is an nxn matrix, xeRn is the unknown vector and beRn is a 
vector of constants. 

Sparse systems encountered in practical problems are charac
terized by a very large value of η (several hundreds) and the 
number of non-zero elements in matrix A is small, usually less 
than 5$. When solving such a system, advantage of its sparseness 
can be taken in two ways: 1. By storage of only the nonzero ele
ments of A and 2. By making arithmetical operations with these 
elements only. 

Several storage schemes can be used for sparse matrices. The 
most simple scheme is the "random packing" scheme, where A is 
stored in three vectors. One of them (a real array) contains the 
value of the non-zero elements. Two integer vectors specify their 
row and column numbers in the corresponding locations. The advan
tage of this storage scheme is that new nonzero elements (such as 
the ones generated during the Gauss-elimination process) can be 
easily added at the end of the l i s t . The major drawback of this 
scheme is that the scanning of the matrix (both the row-wise and 
column-wise scanning) is quite complicated and extra computer time 
is required for i t . 

1 Current address: Department of Chemical Engineering, 
University of Connecticut, Storrs, Connecticut 06268. 

0-8412-0549-3/80/47-124-269$05.00/0 
© 1980 American Chemical Society 
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270 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

The "systematic packing" scheme is more efficient for such 
operations. In this scheme, A is stored in two vectors. A real 
vector containing the row number is followed by the value of the 
nonzero elements in this row, ordered according to increasing 
column numbers. An integer vector contains the column numbers and 
also dummy elements to indicate the location of the row numbers in 
the f irst vector. 

Matrices of special structure like symmetric or band type 
matrices can be stored even more effectively. In some cases, the 
matrix A must not be stored at a l l and the elements of a single 
row or column can be generated during the computation (see the 
example at the end of this art icle) . 

The solution of a sparse system of equations can be carried 
out in three stages: 1. Partitioning, 2. Reordering or "tearing", 
and 3. Numerical solution. Stages 1 and 2 contain only logical 
operations and their objective is to obtain a system which can be 
solved faster and/or with smaller round-off error propagated. 
These stages are much more time-consuming than stage 3. (The 
ratio between the computer time required for stages 1 and 2, to 
the time required for stage 3 can be up to two orders of magnitude 
(7.)). For this reason, i t is recommended to carry out stages 1 
and 2 only for linear systems that have to be solved several times 
with different numerical values. 

Partitioning means separation of the matrix into smaller 
blocks which may be considered consecutively rather than consider
ing the whole matrix simultaneously. 

The exact details of the reordering or tearing stage depend 
on the numerical solution used, so these stages w i l l be discussed 
together. 

Direct or indirect methods are used for the numerical solu
tion of Eq. ( l ) . The direct method involves a fixed number of 
operations where indirect or iterative methods necessitate the 
repetition of certain steps unti l the required accuracy is 
achieved. A l l of the direct methods are variants of the Gauss or 
Gauss-Jordan elimination. The disadvantages of the direct method 
for a general non-band type sparse system are as follows: 1. Dur
ing the elimination, the structure of matrix A is changed, since 
new nonzero elements ("fill-ins") are generated. The generation 
of "fi l l - ins" increases storage and computation time requirements. 
2. Both row and column-wise scanning of the matrix has to be 
carried out, which makes i t necessary to use a larger and more 
complicated storage scheme. 

The amount of "fi l l - ins" can be minimized by reordering the 
equations (in stage 2). One of the more recent algorithms for re
ordering has been published by Lin and Mah (6). The reordering 
may often be dangerous, since i t may prevent "pivoting" which is 
necessary for reducing round-off error propagation. 

Iterative methods (like Gauss-Seidel, Successive over relaxa
tion and conjugate gradient) have often been preferred to the 
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14. SHACHAM Large Sparse Systems 271 

direct method for solving sparse sets of equations for the follow
ing reasons: 1. The matrix A remains unchanged during the compu
tation. 2. Only row-wise scanning of the matrix i s required. 
These two properties lead to much simpler computer codes and 
reduction of the overhead time which i s necessary for index manip
ulation. Iterative methods however, cannot be used for a l l types 
of problems, since unless the matrix A has some special properties, 
the convergence may be slow or unattainable. 

The concept of "tearing" has been developed i n connection 
with the i t e r a t i v e methods. F i r s t an output set for the system of 
equations i s chosen. Then one or more tearing variables are 
selected. These variables are the iterates that need to be chosen 
to obtain a solution of the system. The number of tearing v a r i a 
bles i s usually much smaller than the number of the equations. An 
accepted c r i t e r i a for selecting tearing variables i s the minimum 
number of such variables which w i l l make i t possible to solve the 
whole system. The ordered set of equations that results i s then 
solved using an i t e r a t i v e method. 

The concepts of pa r t i t i o n i n g and tearing have been discussed 
recently by Bunch and Rose ( l ) and Kevorkian (3.). Shacham and 
Kehat (3) introduced a direct method of solution which shares most 
of the advantages of both the direct and i t e r a t i v e methods. It 
has been found, however, that this method i s quite sensitive to 
round-off error propagation. This a r t i c l e presents methods both 
for minimizing round-off error and for i t e r a t i v e refinement of the 
solution. 

Shacham and Kehat 1 s Direct Method 

It i s assumed that the o r i g i n a l system of equations has 
already been partitioned into the smallest possible blocks and 
Eq. ( l ) defines one of these blocks. The linear system given i n 
Eq. ( l ) i s permuted so as to arrive at the following equivalent 
system: 

"τ S " * 
*1 

F F ±-ι £.2 LB mi 

where: x . i e R m and xeR 1 1 m are subvectors of x, b R and b 2eR 
are subvectors of S i s an (n-m)(n-m) lower triangular submatrix 
of A with non-zero main diagonal T, Fj and F are (n-m)xm, mxm and 
mx(n-m) submatrices of A respectively. 

Let us rewrite Eq. (2) and define f (xi ) : 

2L2 = § 7 Χ ( £ ι - T x J (3a) 

f (xj ) = Fx.! + F\,x2 - b (3b) 

where f.(x.i ) i s a vector of m functions. 
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272 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

The system consisting of Eqs. (3a) and (3b) can be solved as 
follows : 

1. Assume an i n i t i a l value for the tear variables (xp; 
2. Compute x£ from Eq. (3a), (note that this can be done by 

substitution since is lower triangular); 

3. Compute f.(x°) from Eq. (3b); 

4. Compute Vf (x°) where Vf(x°) is the mxm matrix of partial 
derivatives of f ( x ) with respect to x.. (The method of 
calculating this matrix is given below;. 

5. Use Newton iteration to compute 

xj - χ . - V f ( x ) ' 1 f ( χ . ) (4) 

6. Compute χ ϊ from: x 9 = S. (b- - Tx ) ; 
1 1 

7. The vector ( x , x ) is the solution of system (1). 
The matrix of partial derivatives is calculated numerically 
column by column by setting ID = 0; χ , χ . . . , X j - i xj+l* * " * *Xm = ®*9 

χ. φ 0, calculating f £ x ) using equations (3a) and (3b) and then 
J ç f \ the derivatives from Eq. (5) 

= 1 1 (5) 
3 X j X j 

The use of this algorithm requires (m+1) times of computation of 
the system (3a) and (3b) and solution of an (mxm) linear system 
of equations. (In Eq. (4)). The storage requirements are mainly 
the sparse storage for the matrix A and storage for the mxm dense 
matrix of the derivatives. 

The m variables of x can be regarded as tearing variables 
and clearly the smaller m i s , the more effective the algorithm. 
Since computer programs for selection of minimal sets are readily 
available (Ledet and Hinmelblau (5)), this problem w i l l not be 
discussed. 

Shacham and Kehat1s direct method has several advantages over 
similar methods. The matrix A remains unchanged during the solu
tion process and only row-wise scanning operations have to be 
carried out. The "systematic packing11 storage scheme can be used 
and the amount of index manipulation is reduced to minimum. The 
problem of 1 1 f i l l - ins" does not exist since newly-generated elements 
are included either in the matrix Vf (x ) or in the vector f.(jx). 

An example which demonstrates the use and the advantages of 
this method for a small 6x6 system is given in the Appendix. 

Shacham and Kehat (8) showed substantial savings in computer 
time when using this method. It has been noticed however that for 
certain systems, round-off error propagation may prevent achieve
ment of correct results. In the next section, the cause of error 
propagation is investigated. 
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14. S H A C H A M Large Sparse Systems 273 

Error Analysis 

For practical problems, m « n and i t can be assumed that error 
propagation mainly occurs when using equation (3a) for calculating 
x 2 . Let us denote as 6x 1 the error in χ χ then equation (3a) can 
be used for obtaining an error bound for x . 

6x0 S " L T δχ, (6) 

where I I indicates some type of matrix norm. Equation (6) 
shows that the larger the elements of S T , the bigger is the error 
in the calculated value of χ Since S is a triangular matrix, 
its inverse can be generated using recursive formulas (see p. 2k3 
in (h)). In these formulas, the diagonal elements of S are 
divisors and the off-diagonal elements are multipliers. Obviously 
both the magnitude of the elements in £T and the round-off error 
propagation can be minimized by bringing the elements of largest 
absolute value into the main diagonal of the S matrix. 

The round-off error in f(x 2 ) can be calculated using Eq.(3b): 

of 2 = F 1 ô x 1 + F 2 6x 2 

where ofλ is the error in f(xx). 
Substituting 6x 2 into Eq.(7) gives 

§Li = (Ii - Lil 11) δχ ! 

(7) 

(8) 

We have found in a l l the practical cases, that when serioys error 
propagation occurs, the term F x is much smaller than F S f Τ in 
Eq. (8). Thus a good estimation of 6f is obtained from: 

<5f, 

Using equations (8), (3a) and (3b), i t can be shown that the rela
tive errors in the calculated derivative values are equal to the 
relative error in x x . 

Introducing (3a) into (3b) gives: 

τ(χχ) = ( P X - F . 2 S ~ 1 T)xχ - Σ.2$~\ι - 2 (9) 
When calculating the derivatives, b 1 and b 2 are set at zero as well 
as a l l the elements of χ except χ j . For that case, equation (9) 
reduces to: 

(10) 

and the right-hand side of this equation can be interpreted as a 
simple vector multiplication by a scalar. This fact can be used 
to arrive at the following expression: 
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274 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

; for j=l,2,. . .m ( l l ) 

where the subscript j indicates that the calculations have to be 
made when setting a l l the elements of xi at zero. 

The error in the up-dated value of xx (thus χλ
ι ) c a n be 

estimated using equation (h). Keeping in mind that m « n and 
assuming that Vf ( x ) is a well-conditioned matrix, leads to the 
conclusion that the error in the correction term: x 1 - x 0 is 
approximately |IF Ν II 6x11 . Numerical experiments have veri
fied this result. 1 1 •» II 

For summarizing the practical results of the error analysis, 
let us assume that the solution of the system of equation started 
by setting X i ° = 1. The error in the elements of xi° in that case 
is of the order of 10" where t is the number of significant deci
mal digits carried by the computer. The accuracy of the solution: 
(xi 1 iX . 2 1 ) depends mainly on the absolute value of the norm ||S~ ΤII. 
Let us say that this value is 10k. If k « t , then the solution 
wi l l be quite accurate. For k >ht9 the solution wi l l be very 
inaccurate and some elements of x 1 w i l l probably be completely 
incorrect. In such cases, a more accurate solution can be ob
tained by reordering the matrix A so as to bring the elements of 
largest absolute value into the main diagonal of the submatrix S. 

Iterative Refinement of the Solution 

In some cases, the rearrangement of matrix A for improving 
accuracy is undesirable or even impossible, since i t increases the 
number of tearing variables. In such cases, an iterative method 
can be used to improve the accuracy of the solution. 

As we have seen before, even i f x* is accurate upto the last 
digit , the calculated value of x can s t i l l be erroneous, depend
ing on the magnitude of [IsrVr ||. This difficulty can be over
come by updating the correction for x 2 according to the correction 
for Χχ, instead of updating x 2 i t se l f according to Xj . 

Let Axj be the correction for χχ in iteration number i . Thus: 

Axj = χ χ ~ 2Li""- Substituting Δχ into equation (h) 
gives : 

Ax] = -Vf ( x j ) " 1 1 " 1 ) (12) 

Let x 2 + 1 = x\ + Ax9. Substitution of x i + 1 into Eq. (3) gives: 

(4 + Δ χ ) = S - 1 -T(xJ + Δχ ΐ ) ] (13) 

Subtracting x 1 from both sides in Eq. (13) leads to: 

Nil 
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Δχ 2 = S T A x * ilk) 

Using Eq. (ik), the correction term f o r x 2 can be calculated only 
from the correction term for χχ. 
The improved algorithm for solving sparse systems of linear equa
tions follows : 

ο 
1. Assume an i n i t i a l value for x, 
2. Compute x.2 from Eq. (3a) 
3. Compute f (x ) from Eq. (3b) and compute Vfixj 0 )~1 

h. Calculate Δχ{ from Eq. (12) and Δχΐ from Eq. (ik) 
5 . Update xj and x$ according to X i i + 1 = 2Li + Δ * . 1 ; 

1 + 1 i Λ i 1 

2L2 = A 2 + Δ χ 2 . 
6. Calculate fXxj ) from Eq. (3b) 
7. Test accuracy. If [|f.(Xi)|| i s smaller than a prespecified 

error tolerance, finish, otherwise go back to k. 
The use of this algorithm requires (m+l) times of computation of 
the system (3a) and (3b) and inversion of an (mxm) dense matrix 
at the first iteration. Work associated with the subsequent 
iterations is very small and includes mainly a single evaluation 
of Eqs. (12), {ik) and (3b). It was shown in the previous section 
that the matrix of the partial derivatives is quite accurate and 
i t must not be updated from iteration to iteration. 

Example 

A system of linear submatrices obtained by the usual 5 point 
difference approximation for the Laplace equation in a rectangle 
Reid (1971) P. 239). 
For a kx£ grid, the matrix A is of the order of n= kx£ and has an 
£x& block form: 

Τ -I 
-I Τ -I 

-I Τ -I 
A = 

-I 

(15) 

where I is the kxk identity matrix and Τ is the kxk tridiagonal 
matrix: 

Τ = 

-1 
k 

-1 

0 
-1 

k 

-1 

(16) 

Obviously, the minimum number of tear streams is the smaller value 
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of either k or ϋ . If k has the smaller value, the first k varia
bles can be used as the tear variables and the system can be 
transformed into: 

where : 

x. = c.+c0+c +tac.-b. l+k 1 2 3 χ ι 
f , = c,+c +c +4x.-b. 
j 1 2 3 1 1 

i=l ,2 , . . .n-k 

i=n-k+l,.. . η , j=i+k-n 

= 0 for i < k ; c, = - x . . for i > k — ι l -k 

c = 
0 for the first row of each block 

- χ . τ elsewhere i - l 
'O for the last row of each block 

- χ . Λ elsewhere l+l 

b = 1 

In this problem, the value of 
dimension: n,increases. For example, 

S T grows very fast when the 
for k=5 and n=25>50 and 100, 

the largest elements of the matrix ST-T are 77, 2.1x105 and 5x1012 

respectively. This problem has been solved for different values 
of η and k, up to n=500. A CDC Cyber 73 computer with single 
precision arithmetic (l6 decimal digits) has been used. The 
results are summarized in Table 1. 

It can be seen from this Table that up to n=50, quite accu
rate results are obtained within a single iteration (the error is 
less than 10" ), but for n=100, the error after the first itera
tion is of the same order of magnitude as the solution i tse l f . 

The use of the proposed iterative method reduced the error 
below 10"" in a l l the cases, which means that a solution with at 
least 10 accurate digits has been obtained. The solution for χ 
obtained in this way has been compared to the solution calculated 
by different methods ( i .e . Gauss-Jordan elimination). The results 
of the comparison verified the above conclusion. 
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Table 1 
Change in the logarithm of the Euclidean norm of f.(xi ) as 

a function of the iteration number : 
Iteration n=50 n=100 n=200 n=500 

No. k=5 k=5 k=10 k=25 
1 -7.U 0.35 1.21 2.1k 
2 -13.3 -5.17 -1.9h 0.95 
3 - -10.Ul -5.09 -0.2 
h - - -7.86 -1.36 
5 - - -11.03 -2.51 

12 - - - -10.67 
Computation time 0.055 0.105 Γ38 578 

(seconds) 

The computation time in a l l the cases tested was below h seconds. 

Conclusion 

The norms S f T and f.(x.i ) can be used as indicators 
for the rounding error propagated when using Shacham and Kehat1s 
direct method. The rate of error propagation can be reduced by 
reordering matrix A to bring the elements of largest absolute 
value to the main diagonal of the submatrix S. 

Iterative refinement of the solution, which requires very 
small computational effort, leads to accurate solutions even for 
extremely large problems. 

Abstract 

The round-off error propagation associated with the use of 
Shacham and Kehat's direct method for the solution of large sparse 
systems of linear equations is investigated. A reordering scheme 
for reducing error propagation is proposed as well as a method 
for iterative refinement of the solution. Accurate solutions for 
linear systems, which contain up to 500 equations, have been 
obtained using the proposed method, in very short computer times. 
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APPENDIX 

Solution of a small linear system 
using Shacham and Kehat's method 
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15 
Variable Sample Time Algorithm for Microcomputer 
Control of a Heat Exchanger 

RICHARD R. STEWART and NEIL G. SWEERUS 

Department of Chemical Engineering, Northwestern University, 
Boston, MA 02115 

Mutharasan and co-workers have published several papers on 
the sampled-data control of distributed parameter systems. 
Mutharasan and Coughanowr (2) developed DDC algorithms for the 
flow-forced tubular reactor and heat exchanger as well as the 
wall temperature forced heat exchanger. The non-linear algo
rithms employed previous values of the manipulated variable to 
calculate the current i n l e t state from which the new manipulated 
variable is calculated. In another paper (3) the same authors 
showed that sampled data proportional control of the flow-forced 
tubular reactor results in sustained o s c i l l a t i o n s for certain 
step changes in load for a given proportional gain and sampling 
time. The oscillations were eliminated by the addition of 
integral action. Mutharasan and Coughanowr (4) also derived 
minimal prototype algorithms for a linear model of the wall 
temperature forced heat exchanger. Mutharasan and Luus (5) 
developed minimal prototype algorithms for the linearized 
model of a flow-forced heat exchanger. The authors also used 
an alternate design method which involved a direct search on 
the parameters of the general linear DDC algorithm. 

The purpose of the present study is to present a simply 
derived and implemented DDC algorithm for the flow-forced heat 
exchanger which does not require storage of previous values of 
the manipulated variable or error. The algorithm requires that 
steady-state exist at the sampling instants which means that 
the sample time is variable. However, the algorithm is shown 
to control for the constant sample time case. 

Control Algorithm. The equation for the flow-forced heat 
exchanger is given by 

- | f - + (i+a) -|5 3 ( i + a )
b

x (1) 

where "a" is the change in f l u i d v e locity r e l a t i v e to the o r i g 
i n a l steady-state velocity. For sampled data control of the 

0-8412-0549-3/80/47-124-281$05.00/0 
© 1980 American Chemical Society 
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exchanger, "a" is constant between sampling instants. 
When the steady-state portion of Equation (1) is integrated 

between i n l e t and outlet temperatures, x^ and x^, the following 
equation results 

x± = x 0 expt-SU+a)15"1] (2) 

Equation (2) can now be used to calculate the i n l e t tem
perature using the measured outlet temperature, χ- , the e s t i 
mated system parameter, 3 » the known system parameter, b, 
and the current v e l o c i t y , e t l + a ) . 

x 0 , c a l c " x l exptiWa+a)"- 1] (3) 

The control algorithm which calculates the new velo c i t y 
(1+a)^ w is obtained by, a) in Equation (2), changing x 1 to 
i t s s e l W p o i n t value, χ- , changing (1+a) to (1+a) , and 
changing 3 to S t» b) 'substituting the right-handns¥de of 
Equation (3) for x^ in Equation (2), c) solving the resulting 
equation for (1+a) . The result is new 

( 1 + a )new= I < 1 + a ) b _ 1 " F " 1 ι ι< χ1, 8ρ / χ1> ] À ( 4 ) 

est 
Equation (4) is a feedback control algorithm for both 

setpoint and load changes which computes the new velo c i t y from 
the current v e l o c i t y , current and desired outlet temperatures, 
and estimated and known system parameters. Storage of previous 
values of the manipulated variable and error are not required 
for the algorithm of Equation (4). 

Because the control algorithm was derived from the steady-
state portion of Equation 1 it may be applied, s t r i c t l y , only 
after the system has reached steady-state following a change 
in velo c i t y , that is, after one residence time. This means 
that the minimum sampling time, T g, is given by 

Τ = (1+a)' 1 

s new 

In addition, because the control signal, f l u i d v e l o c i t y , varies 
from one sampling instant to the next, the minimum sampling 
time is variable. 

Mutharasan and Coughanowr (2) in developing their ALG1 
algorithm for the case of constant sampling time also used the 
controlled and manipulated variables to estimate the current 
i n l e t state and then compute the new manipulated variable. 
However, for the constant sampling time case it is necessary 
to store previous values of the manipulated variables in order 
to compute the new manipulated variable. A recent paper by 
Fuhrman, et_ a l (1) presents experimental data using the ALG1 
algorithm. 
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Experimental 

The equipment arrangement is shown in Figure 1. 

Equipment. A double-pipe heat exchanger consisting of 
twenty one feet of 3/4-inch Schedule 40 steel pipe within 
twenty feet of 3-inch Schedule 40 steel pipe was used. The 
exchanger and steam lines were insulated with 1-inch formed 
Fiberglas. Outlet water temperature was measured by an in
d u s t r i a l type iron-constantan thermocouple and temperature 
transmitter manufactured by Taylor. The transmitter was 
spanned to produce a 10 to 50 ma signal over a temperature 
range of 16°C. The transmitter current signal was passed through 
a 50 ohm r e s i s t o r to produce a 0.5 to 2.5 volt signal which was 
read by the microcomputer A/D converter and recorded by a Brush 
recorder. 

The computer D/A output signal of 0.0 to 2.54 volts was 
connected in series with a 1.5 vol t battery to bias the voltage 
range to 1.5 to 4.0 v o l t s . A Foxboro Model 62H controller, set 
for proportional action, was used as a voltage/current converter. 
The controller output signal in the 10 to 50 ma range was sent 
to a Taylor current/pressure converter which produced an output 
signal in the 3 to 15 psig range. This pressure signal operated 
a 1/2-inch Foxboro control valve with stem positioner, equal 
percentage trim, and a C v of 5.0. 

Microcomputer. A Gromemco Z-l microcomputer was used as 
the controller. I/O devices were a Lear-Siegler CRT and an 
AR33 Teletype. The microcomputer u t i l i z e d the Z80 microprocessor 
at 4 MHz cycle time, 32 Κ of RAM, and a PROM-based disc operating 
system. The disc operating system allowed a l l development work 
to be performed in FORTRAN IV. The use of the higher l e v e l 
language greatly expedited implementation of the control algo
rithm. The compiled control algorithm required less than IK 
of RAM. The A/D-D/A board contained seven channels each of input 
and output. Special input and output commands provided control 
of the A/D and D/A signals. 

Results and Discussion 

The variable sample time control algorithm was tested ex
perimentally and the results compared with computer simulations. 
Tests were made with and without modeling error (parameter s h i f t ) 
for set point and load changes. 

Set Point Changes, Variable Sample Time. Figure 2 shows the 
result of the f i r s t comparison for a set point change from ap
proximately 55 to 50°C. The upper curves are for the case where 
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HEAT EXCHANGER 

(TRANSMITTER 

MICROCOMPUTER V/l 

l/P 

Figure 1. Equipment and arrangement 
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Figure 2. Variable sample time-without thermocouple dynamics in simulation 
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3 agrees with the experimentally determined value of 0,542. 
middle and lower sets of curves are for β . values 40% 

est 
greater and less than the actual value. Lack or agreement be
tween experimental and simulated results is due primarily to the 
omission of thermocouple dynamics from the simulations. Measure
ment lag turned out to affect s i g n i f i c a n t l y exchanger dynamics. 
Because of the measurement lag, the assumption of steady-state 
at the sampling instants which is required of the variable 
sample time algorithm, is violated. A secondary reason for d i s 
agreement, in the case of 3 t 40% low, is the omission of con
t r o l valve saturation from tee simulations. The low value of 
$ e results in excessive control action which led to control 
valve saturation for the set point change employed. Figure 2 
shows that as 3 is decreased from values above to values 
below the actuaîp, the experimental response becomes more 
o s c i l l a t o r y . The simulated results show the best possible con
t r o l when 3 e t equals 3, overdamped response when 3 g t > exceeds 
3» and undefâamped response when 3 is less than I? This is 
due to calculating exactly, under c i r c u l a t i n g , and over calcu
l a t i n g , respectively, the proper control action. 

Figure 3 shows the experimental results of Figure 2 com
pared with simulations modified to include measurement lag. The 
experimentally determined thermocouple time constant was four 
seconds. Inclusion of measurement lag brings the simulations 
into better agreement with experimental results although for the 
case of 3 40% low, disagreement, remains due to control valve 
saturation? As with Figure 2, the sampling instants for Figure 3 
are computed solely on the basis of f l u i d residence time for 
both experimental and simulated results. Therefore, the re
quirement of steady-state prior to calculation of the control 
action is not met due to measurement lag. 

In an e f f o r t to more closely achieve steady-state at the 
sampling instants, the variable sample time based on f l u i d 
residence time was increased by twenty seconds or f i v e thermo
couple time constants. Figure 4 shows close agreement between 
experimental and simulated results for 3 t equal to and 40% 
greater than 3. For 3 40% less than § t h e experimental 
response exhibits smalîer fluctuations about the new set point 
than does the simulation. This damping is l i k e l y due to the 
effect of the thermal capacitance of the inner pipe wall which 
was neglected in the simulations but is more pronounced at the 
low values of 3 where the magnitute of the control action is 
greatest. e s 

Set Point Changes, Constant Sample Time. When the constant 
twenty seconds was added to the variable residence time, the 
resulting variable sample times were in the 22-26 second range. 
Since this variable sample time is similar to a long constant 
sample time, the performance of the control algorithm was tested 
with various constant sample times. The constant sample times 
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Figure 3. Variable sample time-with thermocouple dynamics in simulation 

Figure 4. Modified variable sample time 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

01
5

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



15. S T E W A R T A N D S W E E R U S Variable Sample Time Algorithm 287 

studied ranged from 5 to 25 seconds in 5 second intervals. 
The results for the 25 second sample time are not shown 

since they are nearly indistinguishable for those of Figure 4. 
Similarly, the results for the 5 second sample time are not 
shown as they are close to those of Figure 3. 

Results for an intermediate constant sample time of 10 sec
onds are shown in Figure 5. The control in this case and also 
for the 15 second sample time case, not shown, is improved com
pared with the constant 25 and 5 second sample times. This 
suggests that an optimal constant sample time exists for a p p l i 
cation of the variable sample time algorithm. The optimum 
constant sample time appears to be on the order of 2 to 3 thermo
couple time constants plus the average f l u i d residence time. 
This shorter sample time, in addition to giving better set point 
control, would permit a more rapid response to unexpected load 
upsets. 

Wall Temperature Load Upsets 

The dynamic equation from which the variable sample time 
control algorithm is derived assumes a constant wall temperature. 
If the wall temperature is changed, the resulting variation in 
outlet temperature is due to an unmodelled load upset for which 
the algorithm was not derived. A change in wall temperature 
can be approximated mathematically through a change in the 
over a l l heat transfer c o e f f i c i e n t , U , with the result that the 
parameter 3 assumes a new value. Computer simulations of these 
load disturbances are performed by changing the value of 3· 
From steady-state experimental data, the new value of 3 corre
sponding to a shell-side steam pressure of 40 kPa is 0.481. 
Experimentally, wall temperature is manipulated by changing the 
shell-side steam pressure. 

The results for a step change of shell-side steam pressure 
from 110 kPa to 40 kPa and from 40 to 110 kPa are shown in 
Figures 6 and 7, respectively. For both figures, variable 
sample times of f i v e thermocouple time constants plus the f l u i d 
residence time are used. Despite generally sluggish experimental 
responses, control is attained with approximately 3 to 5 sample 
times. The sluggish experimental responses and disagreement 
with simulations are due to the thermal lag involved in changing 
the inner pipe wall temperature once the steam pressure is 
changed. The wall temperature for the simulation, made by 
changing the value of 3, is instantaneous. 

Summary. A simply derived and implemented variable sample 
time control algorithm is shown to control a laboratory flow 
forced heat exchanger for both set point changes and unmodeled 
load upsets in the presence of modeling error. The algorithm 
computes the new control action from the present value of the 
manipulated variable making storage of prior values of the 
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Figure 5. Constant sample time of 10 seconds 
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Figure 6. Modified variable sample time for steam pressure change from 110 to 
40kPa 
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Figure 7. Modified variable sample time for steam pressure change from 40 to 
110 kPa 
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manipulated variable or error unnecessary. Although, s t r i c t l y , 
the algorithm requires that steady-state be reached prior to 
i t s use, the algorithm is shown to control for a constant sample 
time during unsteady-state conditions. An optimum constant 
sample time on the order of 2 to 3 thermocouple time constants 
plus the average f l u i d residence time is shown to exist for the 
algorithm used. 

Nomenclature 

a v/v, unitless 2 
A cross sectional flow area, m 

c 2 A heat transfer surface area, m s 
b parameter, effect of velocity on U 
C f l u i d heat capacity, J/kg'K 
L exchanger length, m 
t time, s 
Τ f l u i d temperature, Κ 
Τ sample time, unitless 

s 2 U overall heat transfer c o e f f i c i e n t , J/m -s'K _o 
ν steady-state f l u i d v e l o c i t y , m/s 
ν change in f l u i d v e l o c i t y from steady-state, m/s 
χ (Τ -T)/(T -T n ), unitless w w 0,s 

ζ a x i a l position, m 

Greek Letters 

3 heat exchanger parameter, U A /(vpC A ) 
o s ρ c 

η z/L, unitless 
θ vt/L, unitless 

3 

ρ f l u i d density, kg/m 

Subscripts 

1 outlet 
0 i n l e t 
est estimated 
sp set point 
w wall 
s steady-state 
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ASPEN: Advanced Capabilities for Modeling and 
Simulation of Industrial Processes 

P. W. GALLIER, L. B. EVANS, H. I. BRITT, J. F. BOSTON, and P. K. GUPTA 1 

Massachusetts Institute of Technology, Cambridge, MA 02139 

Abstract 

A major development effort has been underway at M.I.T. from 
1976 to 1979 to develop a next-generation process simulator and 
economic evaluation system named ASPEN (Advanced System for 
Process ENgineering). The 150,000-line computer program will 
simulate the flowsheet of a proposed or operating plant. In 
addition to calculating detailed heat and material balances, 
ASPEN can also provide preliminary estimates of capital and 
operating costs and economic viability. The project is funded 
by the Department of Energy which will use ASPEN to evaluate 
process alternatives for fossil energy conversion. 

This paper describes the advanced engineering capabilities 
of ASPEN and demonstrates their use by means of an example prob
lem. The advanced capabilities include the ability to model unit 
operations involving solids, the ability to compute the prop
erties of coal and coal-derived materials, and great flexibility 
for the user to add specialized models or other computations. 

In addition to handling the conventional vapor/liquid process 
operations, the ASPEN library of process models includes solids 
handling and separation units, a set of generalized reactors, 
improved flash and distillation unit models and process models 
from the FLOWTRAN simulator. The user can also include his or 
her own model or key elements of a model, such as the reaction 
kinetics, in FORTRAN code. 

ASPEN is supported by a versatile set of physical property 
correlations representing the current state-of-the-art. Physical 
property monitors control the property calculations in accordance 
with methods and models specified by the user. The user is 
allowed to specify different combinations of physical property 
calculation methods in different parts of the process. For 
specialized components such as coal or limestone, a collection 
of non-conventional property models is available. ASPEN includes 
data banks from which the required physical property constants 
and correlation parameters can be retrieved automatically at run 

1 Current address: Exxon Corporation, Florham Park, NJ 

0-8412-0549-3/80/47-124-293$05.00/0 
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294 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

time. Comprehensive data on more than one hundred coals, 
covering a wide range of ranks and geographical parameters, is 
included. 

The paper concludes by presenting an example problem showing 
how ASPEN is used to model a typical industrial process. 

Introduction 

In 1976, the U. S. Department of Energy (then called ERDA) 
realized the need for "a rapid, efficient, and consistent means 
of performing its process evaluation functions" {]). With the 
large government expenditures for fossil energy process develop
ment, it was found to be important to identify problems as soon 
as possible, before beginning costly construction of pilot and 
demonstration plants. 

ASPEN (Advanced System for Process ENgineering) was funded 
at that time to provide this technical and economic analysis for 
the specialized requirements of fossil energy conversion 
processes. The project was established at the Massachusetts 
Institute of Technology for $3,285,000 over three years. 

The software system, to meet the needs of the 1980·s, has 
wide f l e x i b i l i t y and capabilities. For processes such as coal 
gasification or coal liquefaction, it can be used to perform 
steady state material and energy balances, calculate sizes of 
equipment, and carry out economic evaluations. Its f l e x i b i l i t y 
can allow for the handling of coal or other solids in streams 
and equipment, and its capabilities allow for the simulation of 
many different types of process equipment and the calculations 
of physical properties under widely different conditions. In
cluded in this is the ability to analyze conventional chemical 
and petroleum processes. Another valuable feature is a good 
preliminary cost estimation capability that permits the com
parison of alternative processes on an economically consistent 
basis at an early stage of development. 

The methodology of ASPEN has been to build upon present 
technology and to engage the cooperation of the entire profes
sion. The full-time staff at MIT has involved about 15 people 
over the past two years, many of them on loan from industry. 
Where possible, proven industrial software was acquired to start 
with the present state-of-the-art and then to build upon it. An 
advisory committee with representatives from industry, govern
ment, and universities has met regularly to provide reviews of 
progress and to help make certain that ASPEN meets the needs of 
the ultimate user. Over f i f t y companies are on the advisory 
committee representing diverse industries including fossil 
energy, petroleum, chemicals, construction, pulp and paper, 
metals, and food. 

The ASPEN system is on schedule for a working version to be 
completed October, 1979. The program system will be comprised 
of about 150,000 lines of FORTRAN code and data for physical 
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property and cost data banks. Although it will be a working 
version at that time, ASPEN will need considerable perfecting 
and user testing before a mature product can be released to the 
public. A two year testing project has been proposed to the 
U.S. Department of Energy for these purposes. Some time before 
the end of that project (October, 1981), ASPEN could be released 
in source code form for public use. 
ASPEN Structures 

ASPEN has been designed with the user in mind. Early in the 
project the advisory committee was involved with the staff in 
developing design criteria for the system. These design criteria 
set the premises for the ASPEN structures which included the 
executive system, the computational architecture, data for 
streams and equipment models, physical property monitors, and 
others. Some of these are discussed in condensed form below. 
More complete descriptions can be found in the ASPEN project 
quarterly reports (2). 

The executive system is a preprocessor type which develops 
the actual simulation program. An input translator program 
reads the user input and generates a FORTRAN main program for 
execution. The executive programs set up the data structures 
and generate the computing sequence of equipment models. The 
flow of information in executing an ASPEN calculation is shown 
in Figure 1. This structure allows: (1) a larger and variable 
number of model programs to be executed, (2) FORTRAN statements 
to be inserted for execution, and (3) the need for only a min
imum amount of memory for the simulation in executing an ASPEN 
calculation. The load module thus created is a tailor made 
simulation for the problem at hand. 

The computational architecture is a sequential modular 
approach with advanced features. To model a process, each 
equipment module is simulated by a program module. The overall 
process is simulated by connecting the models together in the 
same way as the equipment in the flow sheet. When the input 
streams are known then the outputs can be calculated. The 
entire flowsheet can be calculated "sequentially" in this 
manner. Advanced features are discussed below in connection 
with an example. 

For the data of streams and equipment models, ASPEN utilizes 
a plex data structure of the type proposed by Evans, et al. {3). 
Information is stored in blocks of contiguous locations known~as 
beads. Beads of any length are created dynamically from a pool 
of free storage which may be thought of as a lengthy FORTRAN 
array. The combination of the preprocessor approach and the 
plex data structure has resulted in the absence of dimensional 
constraints on the system. There are no maximum numbers of 
streams, components, models, stages in a column, etc. except as 
limited by the total memory available. 
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Figure 1. ASP EN flow of information 
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16. GALLIER E T A L . ASPEN 297 

The Input Translator is completely table driven. This means 
that all of the information needed to process input statements 
(such as names of keywords, default values of data items, etc.) 
is stored in tables in a file called the System Definition File. 
Therefore, it is easy to add keywords or change defaults by 
changing entries in the System Definition File. In addition to 
the Input Language tables, almost any "changeable" information 
related to Input Translation is stored in the System Definition 
File. This includes unit conversion tables, attribute descrip
tions, physical property option models, data structure, unit 
operation model data, and stream requirements, etc. Thus it is 
easy to add new system parameters without changing any code in 
the Input Translator. 
Input Language 

The ASPEN input language is oriented towards process 
engineers familiar with chemical engineering calculations, but 
without extensive knowledge of computer programming. The input 
can be considered to be made up of paragraphs, sentences, and 
words. A paragraph begins with a primary keyword and may consist 
of one or more sentences. Each sentence begins with a secondary 
keyword that indicates the category of data appearing in the 
sentence. Tertiary keywords are used to enter data, and their 
values are the data items. 

For example, in the following statement: 
BLOCK Fl FLASH2 

PARAM TEMP = 310 PRES = l(ATM) 
the word BLOCK is a primary keyword indicating that the para
graph contains block data. The user-specified block identifier 
is Fl and the unit operation model (FLASH2) is a two phase flash 
with specified temperature and pressure. PARAM is a secondary 
keyword indicating that the sentence contains block parameters. 
TEMP and PRES are tertiary keywords whose values are the tempera
ture and pressure respectively. The value of a tertiary keyword 
may consist of a single data item or a vector of values. 

The internal units for calculation are basic SI units, but 
the user may specify optional sets of input and output units 
which include English engineering, metric engineering (a set 
specific to the company or installation), or SI units. In 
addition, the user may specify individual units, such as tem
perature, that override the set. 

The input is completely free format, except that primary 
keywords (and nothing else) must begin in column 1. The order 
of input language is sorted into a standard order before 
processing. Although every data item or vector of items has a 
tertiary keyword, the keyword may be omitted to allow positional 
input. The default principle is fully exercised and wherever it 
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298 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

is meaningful, default values are provided for items the user-
need not supply. 

As an example of using ASPEN, a simplified flowsheet is 
shown in Figure 2 for making synthetic natural gas (SNG) from a 
gasifier effluent. Oils, along with the water, are to be dropped 
out in a quench. Acid gases are to be removed by scrubbing. In 
the methanation reactor loop, some product gas is recycled back 
to dilute the reactor feed. Water is removed by cooling and 
condensation after the reaction. 

Figure 3 shows the translation to a block diagram for an 
ASPEN simulation. Note that control units are shown with the 
flash blocks in this example to determine what flash tempera
tures are required to meet some design specifications. Figures 
4 and 5 give the input language of the problem and Figure 6 
gives an example page of output. Notice an outstanding feature 
of the input language, that it is self-documenting. The key 
words in a paragraph, sentence and word structure reveal the 
meaning and the associated numerical values. In this example, 
the physical property statements are not shown. 

Figure 5 also shows the advanced features for design 
specifications. The DES-SPEC paragraphs show how variables in 
the problem can be defined, in a DEFINE statement, to be FORTRAN 
variables which can be used in any FORTRAN statements to define 
any arbitrary function. Then, any other problem variable can be 
varied, in a VARY statement, to drive the function to zero. 
This flexibility in design specifications is quite powerful. 

FORTRAN statements also can be inserted by the user in the 
paragraph called FORTRAN. Using the DEFINE sentence, as before, 
any problem variables may be accessed. Using FORTRAN language, 
any arbitrary transformation of the problem variables may be 
made and stored. This extremely flexible capability allows the 
user to (1) modify block calculations, (2) change stream values, 
(3) insert user FORTRAN blocks, and (4) execute many other 
powerful, specific functions. A BEFORE or AFTER statement can 
be used to make the FORTRAN execution before or after any block. 

For convergence calculations ASPEN employs some advanced 
features with the well-proven sequential modular architecture. 
In many process simulations, the user is responsible for 
structuring all computations and the computational sequence 
directly. In ASPEN the system is capable of complete automatic 
determination of the computational sequence. Alternatively, the 
user can select certain tear streams and can, in fact, easily 
specify the entire sequence. 

In addition, convergence calculations may be combined 
simultaneously with design specifications. The usual methods 
would be to embed the design in a convergence loop and meet the 
design specification in each recycle calculation. A quasi-
Newton method convergence calculation in ASPEN will allow a 
simultaneous, more efficient solution for the more difficult 
problems. 
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NEW 

T I T L E 

COMPONENTS 
• A S P F N SNG P R O C E S S E X A M P L E * 
H2 HYDROGEN / CO CARBON-MONOXIDE / C 0 2 C A P R O N - D I O X I O E / 
C.H4 METHANF / H20 WATER / H2S H Y O R O G E N - S U L F I D E / 

C 6 H 1 4 HEX ANE 

D E S C R I B E THE FLOWSHEET C O N N F C T I V I T Y 

FLOWSHFFT 

OUENCH IN=GAS1 

ABSRR IN=GAS2 
MIX IN=GAS3 R E C Y C L E 
HEAT I N = G A S 4 
REACT I N = G A S S 
COND IN=GAS6 
R E C Y C IN=GAS7 

OUT=GAS? 
OUT=GAS3 
0UT=GAS4 
0 U T = G A S 5 
OUT=GASft 
OUT=GAS7 
OUT=wECYCLE SNG 

WATER O I L 
A C I D G A S 

CONDS 

: D E F I N E THE F E F D STREAMS 

STREAM GAS 1 

S U P S T R E A M MIXED T=600 Ρ=1000 

MOLF-FLOW Η2 9 0 0 / CO 300 / CH4 4 0 0 / C 0 2 700 / H2S 15 / 

Η20 1500 / C6H14 5 0 0 

: D E F I N E A L L B L O C K S IN THE FLOWSHEET 

BLOCK O U E N C H F L A S H 3 

P A R & M T = 1 S 0 P = 9 8 0 K E Y = H ? 0 

B L O C K A B S R R C S P L I T 

F R A C . S U B S = M I X E D S T R M = G A S 3 * 

C 0 M D = H 2 C O CH4 H20 C f t H l 4 C u 2 H 2 S 

F R A C = 1 1 1 1 1 0 0 

F L A S H - S P E C S G A S 3 V F R A C = 1 . 0 / A C I D G A S V F P A C = 1 . 0 

R L O C K MIX MIXER 

HOPT P F S T = 0 
PRES=H20 

RLOCK HEAT HEATER TEMP=545 

BLOCK REACT RFRAC 
BOPT SMLV=^ 
ΡΑΡΔΜ T=«00 P=H?0 NPKOOF=l KPHA^F=1 
S T O I C H I O M E T R Y I H2 - 3 / CO -1 / H20 1 / CH4 1 
C O N V E R S I O N 1 CO 1 

B L O C * COND F L A S H ? TEMP=?00 PRFS=«0O NPKODE=2 

BLOCK RECYC FSPLÎT 

F R A C R E C Y C L E 0 . 2 S / SNG 0 . 7 S 

H I S T O P Y MSG-LEV/EL PROP=^ SIM=4 

Figure 4. ASPEN input SNG-process example 
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302 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

I D E F I N E THE CONVERGENCE BLOCK 

CONVERGENCE CONV W E G S T E I N 

T E A P R E C Y C L E 

I D E F I N E THE C O M P U T A T I O N A L S E Q U E N C E 

S E Q U E N C E SEO CONTR1 QUFNCH (RETURN CONTR1) A8SRB CONV M I X HEAT REACT & 
C 0 N T P 2 COND (RETURN CONTR?) R F C Y C (RETURN CONV) 

REPORT 

S I M - O P T I O N S RPAS=0 
D E S - S P F C CONDENST 
C 
C . D E S I G N S P E C C O N D E N S T . 
C . CONDENSE OUT 90% OF THE WATER PER P A S S THROUGH THF 
C . CONDENSER BY M A N I P U L A T I N G THE T E M P E R A T U R E 
C . BETWEEN 150 AND 2 5 n DEG F . 

C 
OEFTNF. CFLOW FMOL CONOS MIXED H20 
D E F I N E X FMOL G A S 6 MIXED H ? 0 

F X = .9»X 
S P E C CFLOW TO X 
T O L - ^ P E C . 0 0 0 0 1 
VARY BVAR COND PARAM TEMP 
L I M I T S LOWER=1SO U P P E R = 2 5 0 

F C A L L HURRAY 
D E S - S P F C O I L O U T 
C 
C . D E S I G N S P E C O I L O U T 
C · MAKE SURE YOU QUENCH THE INPUT S T R F A M TO A LOW ENOUGH 
C . T E M P E R A T U R E SO THAT YOU GET 9 0 * OF THF O I L S ( I . E . HEXANE) 
C . OUT IN THF O I L P H A S E OF THE T H P F E PHASF F L A S H . 
C . VARY Τ BETWEEN 100 ΔΝΟ 200 OFG P . 
C 

D E F I N E O I L I N FMOL GAS1 MIXEO C 6 H 1 4 
C 
C . DROP OUT 90% OF THE O I L S IN 
C 
F X = 0 . 9 0 0 « O I L I N 

D E F I N E O I L FMOL O I L ΜΙχΕΟ C 6 H 1 4 

S P E C OTL TO X 
T O L - S P F C . 0 0 0 0 1 
VARY BVAP QUENCH PARAM TEMP 
L I M I T S LOWER=100 U P P E R = 2 0 0 

F C A L L HURRAY 
CONVERGENCE CONTR1 S E C A N T 

S P E C O I L O U T 
ΡARM M A X I T = 1 S S T E P = - 2 

CONVERGENCE CONTR2 S E C A N T 
S P E C CONDENST 
PARM M A X I T = 1 0 S T E P = 1 

Figure 5. ASPEN input SNG-process example 
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16. GALLIER ET AL. ASPEN 303 

ASPFM VERSION ONE SEQUENCE 1 DATE: 08/10/79 PAGE 6 
ASPEN SNG PROCESS EXAMPLE FOR SIMULATION COURSE 

STREAM SECTION 

STREAM SUMMARY: RECYCLE 
STREAM: RECYCLE FROM: RECYC TO: M i x 

COMP . COMP. LRS/HR MOLES/HR MOI Ε PC 
NO. ίο 1 H2 0.123160*0? 0.610930*01 2.436 

2 CO 0.0 0.0 0.0 
3 co? 0.0 0.0 0.0 
4 CH4 0.353440*04 0.22031D+03 87.861 
S H20 0.138030*03 0.766220*01 3.056 
6 H?S 0.0 0.0 0.0 
7 C6H14 0.143630*04 0.166660*0? 6.647 

TOTALS: 0.512100*04 0.?5075D*03 

r>EG. F: 223.96 
PS Τ A : «00.00 
1000 RTU/HR: -11443. <n 
MOL VAP FRCT: 1.000000 
MOL LIO FRCT: .0 
*VG MOL WT: 20.423 

STREAM SUMMARY: SNG 
STREAM: SNG FROM: RECYC TO: 

COMP . COMP. LRS/HR MOLFS/HR MOLF PC 
NO. 10 

1 H2 0.369490*02 0. 183280*02 ?.436 
? CO 0.0 0.0 0.0 
3 CO? 0.0 0.0 0.0 
4 CH4 0.106030*05 0.660920*03 87.861 
5 H?n 0.414070*03 0.229850*0? 3.056 
6 H?S 0.0 0.0 0.0 
7 C6H1A 0.430880*04 0.49998U*0? 6.647 

TOTAL S: 0.153630*05 0.752230*03 

HFG. F: 223.96 
PS I A : 800.00 
1000 BTU/HP: -34331.30 
MOL VAP FRCT: 1.000000 
MOL LÏO FRCT: .0 
AVG MOL «Τ: 20.423 

Figure 6. ASPEN output (excerpt) SNG-process example 
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Another potential advancement is permitted in the ASPEN 
system. Tear streams can be designated as desired, so that a 
user might define blocks or series of blocks and simulate these 
sets as quasi-linear blocks. The convergence method could 
utilize this information and solve the material (and energy) 
balances explicitly. In this way, a simultaneous modular 
architecture could be utilized. Implementation of these 
programs will be for later enhancements of ASPEN, not the 
initial version. 
Unit Operations & Streams 

A library of generalized models is supplied in ASPEN to 
allow the user to simulate coal conversion processes as well as 
chemical and petroleum processes. A listing of ASPEN's unit 
operations models is given in Table I. Space does not permit 
descriptions of the models here, however, the ASPEN project 
reports (2) discuss their capabilities. 

All ASPEN models allow solids to be in inlet streams. The 
user does not need to take special precautions. The solids are 
normally assumed to be non-distributing in the liquid and vapor 
phases. That is, the phase equilibria is unaffected by the 
solid phase. However, the system does allow for the case of 
solids distributing into other phases. Solids are taken into 
account in the energy balance around each equipment model. 

Although the ASPEN process models can be put together to 
simulate many types of processes, it may still be necessary to 
use specialized or proprietary models. Such would be the case, 
perhaps, for a specific type of a coal gasification reactor. 
The ASPEN system does facilitate the inclusion of a user's own 
model either in FORTRAN source code or compiled into an object 
code. The proprietary model may rely on the entire physical 
property system to calculate the required properties, however, 
the user routines must have the correct interface calls. These 
are to be documented in the ASPEN user manual. 

Because ASPEN is to be used with coal conversion processes, 
its streams can be designated to carry an arbitrary number of 
solids or solid phases. This is done by specifying any number 
of substreams. In fact, the conventional vapor/liquid stream is 
normally assumed as a substream and solids can comprise other 
substreams. For the conventional vapor/liquid substream, process 
data is carried on: component molar flows, total molar flow, 
temperature pressure, specific enthalpy, specific entropy, 
density, molar vapor fraction, molar liquid fraction, and mole
cular weight. For solid substreams, which are called "non-
conventional substreams," the characterizing data is not as 
deterministic. The information associated with these substreams 
is called "attributes". Such attributes may be particle size 
distribution, ultimate and proximate analyses, or other material 
specific information. Another type of substream is an "informa-
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16. GALLIER E T A L . ASPEN 305 

Table 1 
Unit Operations Models in ASPEN 

MIXER 
General Mixer 

Splitters and Separators 
Flow Splitter 
Substream Splitter 
Component Splitter 
Two Product Separator 
Substream Attribute Separator 

Pressure Changers 
Pump/Slurry Pump 
Compressor/Expander 

Heaters and Heat Exchangers 
Heat Requirement Heater 
Duty Specified Heater 
Heater for a Vapor Fraction 
Cooler/Condenser 
Direct Contact Heater/Cooler 

Flash Models 
Two Phase Flash 
Three Phase Flash 
General Flash 

Distillation 
Shortcut, Design 
Shortcut, Rating 
Rigorous Distillation, FRAKB 
Rigorous Absorption, ABSBR 
Rigorous Separation, RADFRAC 
Minimum Reflux, MINREF 
Minimum Stages, MINSTG 
Liquid-Liquid Extraction, EX 

Solids Handling 
Cyclone 
Electrostatic Precipitator 
Fabric Filter 
Venturi Scrubber 
Crusher 
Screen/Classifier 
Hydroclone 
Rotary Drum Filter 
Filtering Centrifuge 
Moving Bed Dryer 
Fluid Bed Dryer 

Reactors 
Yield-Based Reactor 
Fractional Conversion Reactor 
Combined Specification Model 
Well-Stirred Reactor Model 
Plug Flow Reactor Model 
Two Phase Chemical Equilibrium 
General Phase and 
Chemical Equilibrium 

Stream Manipulators 
Multiplier 
Class Changer 
Duplicator 
Phase Separator 
Phase Mixer 
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306 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

tion substream" which contains no process data. An example is a 
flow of energy from one process unit to another. 
Physical Properties 

The physical property monitors of ASPEN provide very complete 
flexibility in computing physical properties. Quite often a user 
may need to compute a property in one area of a process with high 
accuracy, which is expensive in computer time, and then com
promise the accuracy in another area, in order to save computer 
time. In ASPEN, the user can do this by specifying the method 
or "property route", as it is called. The property route is the 
detailed specification of how to calculate one of the ten major 
properties for a given vapor, liquid, or solid phase of a pure 
component or mixture. Properties that can be calculated are 
enthalpy, entropy, free energy, molar volume, equilibrium ratio, 
fugacity coefficient, viscosity, thermal conductivity, diffusion 
coefficient, and thermal conductivity. 

It is believed that ASPEN provides a state-of-the-art 
capability for thermodynamic properties of conventional compo
nents. A number of equation-of-state (EOS) models are supplied 
to handle virtually any mixture over a wide range of tempera
tures and pressures. The equation-of-state models are programmed 
to give any subset of the properties of molar density, residual 
enthalpy, residual free energy, and the fugacity coefficient 
vector (and temperature derivatives) for a liquid or vapor 
mixture. The EOS models (named in tribute to the authors of 
such work) made available in ASPEN are the following: 

(1) Hayden-O'Connell Second Virial Coefficient 
(2) Redlich-Kwong 
(3) Red 1i ch-Kwong-Soave 
4) Peng-Robinson 
5) Lee-Starling (modified BWR) 
(6) Prausnitz Perturbed-Hard-Chain 

Correlations for activity coefficients can be selected from the 
following: 

(1) Extended Scatchard Hildebrand 
(2) Modified van Laar 
(3) Wilson 
(4) Modified NRTL 
(5) UNIQUAC 
(6) Margules (for water-hydrocarbon systems) 

Similarly, other property calculations may have a variety of 
models to choose from. 

The physical property system is supported by a data file on 
both conventional compounds and on typical coal analyses and 
data. The data bank contains correlation constants for over 400 
conventional compounds and extensive data for thirteen character
istic coals. A Data File Management system permits a user to 
modify the data files, to create his own private data files, and 
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to allow the system to automatically call in these data for a 
simulation run. Another stand-alone system planned with ASPEN 
is the Data Regression system. This will allow the user to 
determine the correlation constants, from any of the system 
property correlations, to fit experimental data. It would be 
expected to be widely used for vapor-liquid equilibria fitting. 
Cost Estimation and Economic Evaluation 

The final measure of merit of a given process is the profit
ability of the business venture required for its implementation. 
The purpose of the ASPEN Cost Estimation and Economic Evaluation 
System is to calculate the profitability of the simulated 
process. This requires calculation of the total required 
capital investment and the annual operating expenses. 

ASPEN is intended to provide cost estimates of the pre
liminary study grade with accuracies in the range of +/- 30%. 
An extensive effort is being made to collect current cost data 
from the first quarter (June 1976) to 1979. Particular attention 
has been paid to accurate representation of the effect of 
different plant locations (land costs, labor productivities, 
labor costs, construction difficulties, etc.) and date of con
struction (escalation of the cost of construction material and 
labor, and installation material and labor, etc.). Also, great 
care has been given to the proper estimation of the cost of off-
sites, since they represent a significant fraction of the cost 
of a new plant, particularly for large coal-conversion plants. 

The system is designed so that it can be used independently 
as a stand-alone system with all equipment sizes and process 
data supplied as input. Or, it can be run in conjuction with 
the unit operations simulation portion of ASPEN and can refer to 
those blocks for equipment sizes and process data. 

As with the rest of ASPEN, the cost estimation and economic 
evaluation system will be modular in design; there will be one 
program module for each equipment class, and it will be easy for 
users to add their own costing modules. 

A detailed discussion of the cost estimation methodology or 
system structure is beyond the scope of this paper and can be 
found in the ASPEN quarterly reports (2). 
Advanced Capabilities 

In summary, ASPEN has many features, discussed earlier in 
this paper, which qualify it as a third generation process 
simulator. A flexible executive system allows the user to have 
unlimited numbers of dimensions in streams, components, models 
and stages in equipment models. Solids may be handled in as 
many phases as desired. Arbitrary properties, called attributes, 
may be given to these phases and streams to allow handling 
properties such as particle size distributions. An engineer 
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308 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

oriented, easy to use, input language defines a simulation run. 
The features of FORTRAN insertion, design specifications and 
convergence options give ASPEN some extremely flexible and 
powerful simulation capabilities. A library of state-of-the-art 
unit operations calculations is available. Physical property 
correlations for conventional components and coals give a wide 
variety of the best methods for the user. An extensive data 
bank for physical properties is made automatically available to 
a user and he may create his own private data banks. A thorough 
costing and economic evaluation system allows the user to assess 
the value of a flowsheet in dollars on a consistent basis. 
Recent cost data are included for estimating equipment and 
overall plant costs. 
Future 

A working version of ASPEN will be completed by October, 
1979. A future phase of this project is anticipated for the 
testing of ASPEN and transferring the technology into the public 
domain. Industrial, government, and academic users will be able 
to access and use ASPEN in a controlled test environment. The 
ASPEN staff will maintain the system for testing, train and 
consult with users, and enhance the system. At the end of the 
test project a more proven, reliable ASPEN system will then be 
made available to the public. 
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17 
Counter-Current Equilibrium Stage Separation with 
Chemical and Ionic Equilibrium and/or Reaction 

JOSEPH F. ZEMAITIS, JR. 

OLI Systems, Inc., 15 James Street, Morristown, NJ 07960 

Various techniques have been developed that allow the rigor

ous solution of the equations describing the separation of multi-

component mixtures in complex fractionation towers. However, 

little has been done or published for chemical reactions and/or 

equilibria occur on each stage of the fractionator. The simula

tion of fractionators with chemical equilibria occurring in the 

liquid phase on each stage becomes more important as a result of 

more stringent effluent water quality regulations focusing atten

tion on stripping processes to remove such volatile materials as 

ammonia, hydrogen sulfide, sulfur dioxide, and hydrogen cyanide 

from industrial waste-waters. 

Until recently the ability to predict the vapor-liquid equi

librium of electrolyte systems was limited and only empirical or 

approximate methods using experimental data, such as that by 

Van Krevelen (7) for the ammonia-hydrogen sulfide-water system, 

were used to design sour water strippers. Recently several ad

vances in the prediction and correlation of thermodynamic proper

ties of electrolyte systems have been published by Pitzer (5), 
Meissner (4), and Bromley (1). Edwards, Newman, and Prausnitz (2) 
established a similar framework for weak electrolyte systems. 

Using these methods to describe an aqueous electrolyte 

system with i t s associated chemical equilibria involves a unique 

set of highly nonlinear algebraic equations for each set of in

terest, even i f not incorporated within the framework of a complex 

fractionation program. To overcome this dif f icul ty , Zemaitis and 

Rafal (8) developed an automatic system, ECES, for finding 

accurate solutions to the equilibria of electrolyte systems which 

combines a unified and thermodynamically consistent treatment of 

electrolyte solution data and theory with computer software capa

ble of automatic program generation from simple user input. 

Several authors have recently reported on the use of 

Newton-Raphson procedures as applied to the solution of the equa

tion describing a complex fractionator for the separation of 

multicomponent mixtures. However, it appears that the f lex ibi l i ty 

to handle various types of electrolyte problems, or to handle 

0-8412-0549-3/80/47-124-309$05.00/0 
© 1980 American Chemical Society 
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310 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

fractionators with chemical reaction is not presently available, 
partly because of the complexities of handling units where the 
reaction description or equilibria description is unique to that 
case. With that in mind the purpose of this work was determined 
to be the creation of an advanced fractionation program capable 
of handling different reaction mechanisms that might be investi
gated in reacting organic systems, and also incorporating the 
advances made with the development of ECES, so that one could in
vestigate different electrolyte systems with their many competing 
chemical and ionic equilibria and complex ion-ion interaction. 
In addition, to enhance the program and reduce the number of case 
studies necessary, the abili ty to use the resulting program as a 
design tool by allowing design to specification calculations to 
be made was f e l t to be an important goal. 

Modeling a Fractionator with Finite Reaction in the Liquid Phase 

The basic equations describing a single stage in a fractionator 
in which chemical reaction may occur include component material 
balances, vapor-liquid equilibrium relationships, and energy 
balance, and restrictions on the liquid vapor phase mol fractions. 
The model equations for stage j may be expressed as follows: 

• Component material balance on stage j : 

(L. _ - SL. ) χ. . + (V. , - SV. , ) y . , . + FL. . 
3+1 3+1 3+1,1 3-1 3-1 * 3 - l , i 3,1 

+ FV\ _ . - L.x. . - V .y . . - R. . = 0 (1) 
j - l ' 1 3 Dfi 3 D/i Dri 

or in other words: 

(Component i in liquid from stage above j) 
+ (Component i in vapor from stage below j) 
+ (Component i in liquid feed to stage j) 
+ (Component i in vapor feed to stage j-1) 

(Component i in liquid leaving stage j) 
(Component i in vapor leaving stage j) 
(Component i disappearing due to reaction on 
stage j) = 0 

• Component Equilibrium Relationship on stage j : 

y. . = K. . x. . / o X 

• Energy balance on stage j : 

( L
j + i - ^ j + i * h

j + i + ( v j - i - H
j + i 

+ QFL. + QFV. , - L .h . - V.H. + Q. - QR. = 0 
D D - 1 3 3 3 3 3 3 

(3) 
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17. z E M A i T i s Equilibrium Stage Separation 311 

• Normalization or restriction on fractional concentrations 

Σ χ. . = 1.0 (4) 

i 3 ' 1 

Σ y. . = 1.0 (5) 

i 3 ' 1 

The basic model equations are used to solve for the values of: 

. T. the temperature of stage j 

. L. the liquid rate leaving stage j 

. the vapor rate leaving stage j 

. x_. ^ the l iquid mol fractions of stage j 

. y_. ^ the vapor mol fractions of stage j 

When the following are specified: 

. the pressure of stage j 

. SL. the liquid side stream withdrawn from stage j 

. SV. the vapor side stream withdrawn from stage j 

. FLj ^the l iquid feed rate by component to stage j 

. FV. .the vapor feed rate by component to stage j 

. QFLj the heat content of the l iquid feed to stage j 

. QFV. the heat contnet of the vapor feed to stage j 

. Q. the heat added or removed with plate heat ex-
3 changer on stage j 

And the following are functions of the dependent and independent 

variables of stage j : 

K. . = f(T. P. x. . y . . ) = vapor-liquid equilibrium 
D f l 3 ' 3 ' 3 f l constant 

h. = ( f ( Τ . , P . Σχ. .) = l iquid molal enthalpy 
3 3 3/1 3/1 

H. 
3 

f (Τ. Ρ . Σy. . ) = vapor molal enthalpy 
3/ 3/ ι 3 /1 

R. . = f (T. P. x. . L . VOL., ^ ^ . 
3 , i 3 / 3 / 3 / 1 3 / 3) = extent of reaction 

(di sappearance) 

QR. = f(T. P. x. . L. VOL.)= heat of reaction 
ι 3/ 3/ 3/1/ 3/ 3 

For each equilibrium stage there are NCOMP (where NCOMP is the 

number of components) component equations (eq 1), NCOMP equilib

rium relationships (eq 2), one energy balance (eq 3), one liquid 

mol fraction normalization equation (eq 4) and on vapor mol frac

tion equation (eq 5) for a total of 2*NCOMP+3 equations per stage 
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312 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

for 2*NCCMP+3 unknowns of X j f i / Y j , i / T j ' L j ' v j o f each 
stage. These equations for one stage together with similar equa
tions for other stages result in a total of NSTAGE*(2NCOMP+3) 
equations. If these equations are to be solved by the Newton-
Raphson method, the Jacobian which results from the linearization 
exhibits the character!site block tridiagonal structure: 

Β C 
NST NST 

ANST BNST-1 CNST-1 

ANST-2 BNST-2 CNST-2 

A2 B 2 C 2 

A i 

Block A2 for instance consists of the partial derivatives of the 
model equations 1 through 5 applied to stage 2 with respect to 
the unknowns of stage 3. Block B2 consists of the partial derive 
atives of the model equations applied to stage 2 with respect to 
the unknowns of stage 2. Block C2 consists of the partial deriv
atives of the model equations applied to stage 2 with respect to 
the unknowns of stage 1. 

The Jacobian may be evaluated either analytically or by 
perturbation of the unknowns to get the partial derivatives of the 
functional relationships. Since K j f i , hj , Hj , R j f i , and QRj 
are functions of unknowns, the partials of these functions must 
also be included in the Jacobian. 

The only difference in the Jacobian for a fractionator 
with reaction is the inclusion of the partial derivatives of the 
new reaction functions R j f i and QRj with respect to the unknown 
variables. In the implementation of this model of a fractionator 
with reaction occurring in a stage, we require a user written 
subroutine to supply R j , i and QRj. The user has the option of 
also coding 9Rj,i / 3Tj , 3Rj f i / 3Lj , . . . or having these 
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17. z E M A i T i s Equilibrium Stage Separation 313 

partial derivatives evaluated by perturbation. The resulting 

reaction subroutine is compiled and linked to the main fraction

ator program at execution time. Figure 1 is an example of a user 

written subroutine which describes the kinetics of the e s t e r i f i -

cation of ethanol with acetic acid described in the paper by 

Suzakj, Yagi, Komatsu, and Hirat (6). The fractionator model with 

reaction is imbedded in the program FRACHEM and reproduces the 

results obtained in the previously mentioned paper. 

Modeling a_ Fractionator with Chemical and Ionic Equilibria 

Occurring in the Liquid Phase 

For a fractionation tower where the reactions are occurring 

very rapidly so as to approach equilibrium which occurs in the 

equilibria of many weak electrolytes and strong electrolytes in 

solution, equation 1 for the component balance can not be used 

since the reaction term in not f i n i t e . To modify the basic equa

tions of FRACHEM we took advantage of the work we performed in 

developing ECES which is described in the paper by Zemaitis and 

Rafal (8). For a system composed of strong and weak electrolytes, 

ECES using an imbedded thermodynamic framework writes a computer 

program to calculate the composition of the outlet streams of a 

single stage flash for a fixed flow of species into the flash 

unit. 

That is, for a given temperature and pressure and in

flows of species, the ECES model calculated the flow rates of the 

species in the liquid phase leaving the flash zone. This infor

mation must be in a form suitable for use in the fractionator 

program and the fractionator program must be able to ut i l ize this 

information correctly. 

To merge the single stage flash capabilities of ECES 

with the basic fractionator program of FRACHEM, modifications to 

both ECES and FRACHEM were necessary. A new option was added to 

ECES, which involved modifying the automatic program writing 

capabilities of ECES to write two subroutines suitable for inter

facing to FRACHEM. These subroutines ACAL and FCAL represent 

respectively, a subroutine for calculating the activity coeff i 

cient and activities of a l l the species present in solution and a 

subroutine consisting of the equilibrium expressions and material 

balances sufficient to define the liquid phase. 

The activity coefficients and activities are functions 

of Tj , Pj , and x j , i · The total amount of each species in the 

liquid phase leaving stage j , W E C j f i is calculated for each stage 

by modified Newton-Raphson method using the subroutine FCAL to 

define the equilibrium expressions and material balances. These 

component rates, W E C j r i , are functions of Tj , Pj , Y j , i r and 

FINj^fc , where FINj is the total amount of elemental species k 

entering the liquid'phase of stage j . FINj ^ is a function of 

(Lj+i - SLj+i) , Vj , V j - i , and a l l i species containing element 

k in the streams F L j f i , F V j . l f i , x j + l , i ' Y j , i , a n d y j - l , i · 
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314 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

SUBROUTINE REACTl (P RE SS, TEMP , I STAGE , NCOMP, NST AGE, REACT, 
4QREAC , ICTYPE) 

C 
DIMENSION REACT(30),FELIQ(40,32),FEVAP(40,32),SSLIQ(40), 

+SSVAP(40) ,X (40),30) ,Y(40,30),FLIQ(40),FVAP(40),ICTYPE(30), 
+HOLDM(40) ,RA(30),RB(30) ,RC(30) ,QAD (30) , QBD (30) , QCD (30) , 
+VOLC4) 

C 
COMMON /KEYS/X, Y r FLIQ ,FVAP 

C 
COMMON /FLOWS/FELIQ, FEVAP, SSLIQ, SSVAP 

C 
COMMON /KEYIN/ HOLDM, RA, RB, RC,QAD ,QBD ,QGD , 
+ KREACKDDX 

C 
C VOL (4) ONLY USER INTRODUCED VARIABLE 
C 
C ORIGINAL DAT USES DEGREES C SO CONVERT Τ M 
C 

TC=(TEMP-32.)/1.8 
C 
C HOLDM IS HOLDUP IN THIS CASE IN VOLUME UNITS 
C VOL IS A MOLAR SPECIFIC VOLUME 
C 

VOL(1)=0.094*TC+53.12 
VOL(2)=0.06ll*TC+5 7.46 
VOL(3)=0.013 *TC+17.4 
VOL(4)=0.2096*TC+89.6 

C 
C NOW TO GET RATE CONSTANT 
C 

TK=TC+273. 

RATE=60.*(10.**(-2710./TK+3.70)) 
VOLM=0.0 
DO 10 1=1,4 

10 VOLM=VOm+X (ISTAGE, I) *VOL (I) 
REACT(1>=RATE*HOLDM (ISTAGE)* ( (X (ISTAGE , 1 ) / V O U i ) **2) *1.0E=06 
REACT(2)=REACT(1) 
REACT (3) =-REACT (1) 
REACT(4)=-REACT(1) 

20 QREAC=0.0 
RETURN 
END 

Figure 1. User-written subroutine 
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17. zEMAiTis Equilibrium Stage Separation 315 

To ut i l ize the results of the ECES written subroutines 

which calculate W E C j f i , equation 1 the component material bal

ance around stage j is replaced by 

L. x. . - WEC. . = 0 (6) 
3 3/1 3/1 

or the total amount of species i leaving stage j in the l iquid' 
phase is equal to VVECj^ which is calculated by using the ECES 
written suroutine FCAL. The remaining equations 2 through 5 
s t i l l are used to describe the model i f in performing the energy 
balance the enthalpy terms are replaced by Heats of Formation. 
Then the heat of solution or dilution are implicit in this bal 
ance and do not need to be computed separately. Thus QR_: equals 
zero using this basis even i f we extend the model to include 
f ini te rates of reaction as well as equilibrium. 

In forming the Jacobian of equations 2 through 6, the 
elements of the Jacobian reflecting the partial derivatives of 
equation 6 with respect to the stage variables (unknowns) are 
found by using: 

L.x. . -WEC. Λ 3(L. ,x . , i ) pTwEC. · 9 f i n - · 3VVEC. ΤΙ 
13 3 / i 3/i7- 3 3 -I l i ± 2^+ 2iM 

3q 3q 3FIN. 3q 3q J 

*— 3/i 

(7) 

where q is any state variable such that 

8FIN. 

¥ 0 
3q 

Most of the partial derivatives required for these elements need 

to be evaluated by perturbation. The remaining elements of the 

Jacobian are calculated as for the fractionator with reaction. 

Figures 2 and 3 are the subroutines produced by the 

ECES program generator to describe the activity coefficients and 

activity of water in SUBROUTINE ACAL and the chemical and ionic 

equilibria, electroneutrality,and elemental balances in SUBROUTINE 

FCAL. These subroutines were developed for the ammonia-carbon 

dioxide scrubber described in Appendix I. The IF conditions are 

used to eliminate particular functional equations i f for some 

reason particular ionic species are absent from a stage. This 

occurs for instance on the stages above the stage where NaOH is 

added for pH control. Since Na+ is not volatile , any equilibria 

or elemental balances involving this species are not valid above 

the caustic feed stage. 

The algorithm for FRACHEM-ECES for solving the non 

linear equations describing the electrolyte system in a fraction-^ 

at or tower can be schematically represented as shown on the next 

page. After the ini t ia l izat ion and setting up of the supporting 

routines, the program flow is to FRACMD, where the Jacobian for 

the fractionator is created using equations 2-6 as the basic 

functional representation. In order to supply the necessary 

information on the ionic equilibria in the liquid phase, FRACMD 
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SUBROUTINE ACAL (SEl,SE2, SE3, SE4, SE5 ,SE6,Χ,Ι,ΝΧΜΑΡ,AV, AKVC, 
1NKVEC,F,FIN,FINT,CONl) 

DIMENSION AVEC C9) , WEC (13) , AKVC (8) 
DIMENSION SE1(30) , SE2 (30) ,ΝΧΜΑΡ (30) ,AV(30) 
REAL*8 X(30) 
REAL*4 I 
NAAA=9 
NKKK=8 
NWV=13 

DO 10 J=1,NVW 

IF (NXMAP(J),EQ,0) GOTO 10 
WEC ( J) =X (NXMAP ( J) ) 

10 CONTINUE 

SE3=1*WEC (8) +1*WEC ( 10) 
SE4=1*WEC (9) +1*WEC ( 11) +4*WEC (12) +1*WEC (13 ) 
SE5=-CON1*I**0.5/(1+1**0.5) 
SE6=0.01132*WEC(8 )-0.0388*WEC(10)+0.009425*WEC(9 )+0.02616* 
WEC 

1 (11) +0.12528*WEC (12) +0.04492*WEC (13) 
AVEC (1 )=EXP(1/(SE3*SE4)*(WEC(8 )*WEC(9 ) *SE2 CD+WEC(.8 )* 

1*WEC(1 
11)*SE2(2)+WEC(8 ) *4*WEC (12) *SE2 (3)+WEC (8 ) *WEC (13) *SE2 C4) + 
1VVEC 

1 (10) *WEC (11 ) *SE2 (5) ) +1/ (SE3*SE4) * (WEC (10) *4*WEC (12) *SE (6) + 
1WEC 
1 (10) *WEC (13 ) *SE2 (7) ) ) 

AVEC(2 )=EXP(-.0084*I+2*SE6) 
AVEC(3 )=EXP(0.01300*I+2*SE6) 
AVEC(4 )=10**((1)**2*SE5+(SE1(1)*WEC(9 )+SE1 (2) *WEC(11)+SE1 

1(3)*V 

1VEC (12)*3**2/4+SEl (4) *WEC (13) ) ) 
AVEC(5 )=10** ( (1) **2*SE5+ (SEl (1) *WEC(8) ) ) 

AVEC (6 )=10** ( (1) **2*SE5+ (SEl (5) *WEC (11) +SE1 (6) *WEC (12) *3** 
12/4+S 
1E1(7)*WEC(13))) 

AVEC (7 )+10**((l)**2*SE5+(SEl(2)*WEC(8 )+SE1 (5) *WEC (10) ) ) 
AVEC(8 )=10**((2)**2*SE5+(SE1(3)*WEC(8 ) *3**2/4+SEl (6) *WEC 

1 (10)*3 
1**2/4)) 

AVEC(9 )=10**((1)**2*SE5+(SE1(4)*VVEC(8 )+SE1 (7) *WEC (10) ) ) 
DO 310 J=1,NAAA 
AV(J)=AVEC(J) 

310 CONTINUE 
RETURN 
END 

Figure 2. Subroutine describing activity coefficients and activity of water in 
ACAL 
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SUBROUTINE FCAL(SEl,SE2,SE3,SE4,SE5,SE6,Χ,1, NXMAP,AV,AKVC, 

1 NKVEC,F, 

IF IN, FINT) 

REAL*8 AVEC (9),WEC (13) ,AKVC(8) 

DIMENSION SEl(30),SE2(30),NXMAP(30),NKVEC(30) 

REAL*8 F (30),FIN(30),AV(30),X(30),FINT 

COMMON /LIMMY/ NLIM(30) 

REAL*4 I 

NAAA=9 

NKKK=8 

NVW=13 

DO 10 J=1,NWV 

IF (NXMAP(J),EQ.O) GOTO 10 

WEC ( J) =X (NXMAP (J) ) 

10 CONTINUE 

DO 20 J=l, NAAA 

AVEC(J)=AV(J) 

20 CONTINUE 

IF (NLIM(l) .EQ.O) F(1)=AKVC(4 )-(l/(AVEC(l ))*AVEC(4 ) *WEC(8 ) 

1 *AV 

1EC(5 )*VVEC(9 )/(AVEC(2 )*WEC(5 ))) 

IF(NLIM(2).EQ.O) F(2)=AKVC(5 )-(l/(AVEC(l ) ) *AVEC (6 )*WEC(10) 

1 *AV 

1EC(7 )*WEC(11)/(AVEC(3 )*WEC(7 ))) 

IF(NLIM(3) .EQ.O F(3)=AKVC(6 ) - (AVEC (8 )*AVEC(6 )/AVEC(7 ) *WEC 

1 (12 )*WEC(10)/WEC(11)) 

IF(NLIM(4) .EQ.O) F(4)=AKVC(7 )-(l/(AVEC(l ))*AVEC(2 ) *WEC (5 ) 

1 *AV 

1EC(7 )*WEC(11)/(AVEC(9 )*WEC(13))) 

IF(NLIM(5) .EQ.O) F(5)= AKVC(8 )-(AVEC(5 )*AVEC(6 )*WEC(9 )* 

1 WEC( 10 /AVECC1 )) 

IF(NLIM(6) .EQ.O) F(6)=WEC(8 )+WEC (10) - (WEC(9 )+WEC(ll)+2 

1 *VVEC( 12 )+WEC(13)) 

IF(NLIM(7) .EQ.O) F (7) =FINT= (WEC ( 1 )/55 . 5* (4*WEC (5 )+3*WEC(D) 

1*WEC( 7)+5*WEC(8 )+2*WEC(9 )+WEC(10)+5*WEC(11)+4*WEC(12) 

+6*V 1VEC(13) 
IF(NLIM(8) .EQ.O) F (8) =FIN (1) - (2*WEC (1 )+WEC(l )/55 .5* (3*WEC 

1 (5 )+2*VVEC(13)+4*WEC(8 )+WEC(9 )+WEC (10)+WEC (11) 

IF(NLIM(9) .EQ.O) F(9)=FIN(25)-( (WEC(11)+WEC(7 )+WEC (12)+WEC 

1 (13 ))*WEC(1 )/55.5) 

IF(NLIM(10) .EQ.O) F (10)=FIN(4) - ( (WEC(13)+WEC(5 )+WEC(8 ))* 

1 WEC (11 )/55.5) 

RETURN 

END 

Figure 3. Subroutines describing chemical and ionic equilibria, electroneu-
trality, and elemental balances in FCAL 
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318 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

calls FRACGN to supply the Jacobian elements as in equation 7. 
FRACGN i tself has a Newton-Raphson algorithm embedded in it, much 
like the overall algorithm and using FCAL and ACAL, FRACGN de
velops the function values and partial derivatives related to the 
ionic equilibria required by FRACMD for the overall tower model. 

FROM INITIALIZATION 

4 

FRACGN FRACGN 

SPARSE 
\ACAL\ \FCAL 

FRANCV 

NO 

END 

Once the Jacobian for the entire tower is created, the 
block tridiagonal matrices are solved by routines in SPARSE to 
give the correction vector for the unknowns. This correction 
vector is passed to the routine FRANCV where i f this were a normal 
tower, the correction vector would be added directly to the un
known vector and then tested for convergence. However, because 
of the highly nonlinear behavior of electrolyte systems, the 
embedding of a Newton-Raphson procedure in FRACGN within another 
Newton-Raphson procedure originally led to severe convergence 
problems. 

The routine FRANCV has become, in many ways, similar 
to a t raff ic control system. In addition to techniques such as 
bounding of variables, scaling to avoid divergence, etc, FRANCV 
slows down or speeds up the overall tower convergence to keep pace 
with the convergence patterns occurring in FRACGN. This is nec
essary since within FRACGN, the system equations are those de
scribing the ionic and chemical equilibria of the liquid phase of 
one stage while in FRACHEM proper, a l l stages are being solved 
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simultaneously and a change vector might easily during the early 

iterations change a liquid flow rate and a component mol fraction 

by 50% or more. These changes i f allowed could prevent the 

Newton-Raphson procedure in FRACGN from converging when it used 

the results of the previous overall tower iteration as i ts i n i t i a l 

guess for solving the ionic equil ibria . Thus FRANCV evolved 

through experiment into a speed controller which slows down the 

overall tower convergence rate in order to avoid convergence prob

lems within the ionic equilibria model. 

The resulting algorithms in FRACHEM/ECES allow for the 

solution of a wide number of different types of problems involving 

ionic and chemical equilibria using an established thermodynamic 

framework that describes with rigor the behavior of the electro

lyte system. An example of such an application is an ammonia-

carbon dioxide scrubber which is described in Appendix 1. For 

this case, no attempt was made at improving the ini t ia l izat ion 

and 11 iterations were required with a moderate amount of speed 

control in the overall model solution. 

Design to Specifications - A Useful Option 

To extend the applicability of FRACHEM/ECES, the abil i ty 

to design to specifications was added. This allows a user to in

vestigate rather easily such strategies as pH control in ionic 

systems to enhance steam stripping. Within the FRAHCEM/ECES pro

gram this is done by applying the concepts f i r s t presented by 

Goldstein and Stanfield (3). As used in our algorithm, several 

specifications can be made at one time with little increase in 

computer time. 

To i l lustrate , le t ' s assume we wish to f ix the liquid 

rate leaving a particular stage, which is normally an unknown. If 

an unknown is going to be set, another fixed variable must be 

allowed to become an unknown, perhaps the duty on an exchanger. 

We then have a specification equation that must be satisfied: 

G = Gspec = SVALUE - FLIQ(j) (8) 

In order to f ix this value we need to also develop values of: 

G = 3 (Gspec) = 3 G 
U 3 (Unknowns) 3 U 

G = 3 (Gspec) 3 G 

3 (Control variables) 3 C 

F = 3 (F equations) _ 3 F 

3 (Control variables) 3 C 

where our standard algorithm uses the Jacobian 

F = 3 (F equations) _ 3 F 

3 (Unknowns) 3 U 
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320 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

For a standard Newton-Raphson iteration the correction vector is 
given by 

AU = -F " 1 . F 
u 

φρlying the method of Goldstein and Stanfield (3_) then there are 
two correction vectors - to the control variables 

àC = (G - G F ~λΈ ) (-G + G F ""S?) 
c u u c u u 

and to the unknowns 

Δϋ = -F " 1 F - F " " 1 F AC 
u u c 

Since there are at most five or six control variables, the calcu
lations are not increased significantly because the most s i g n i f i 
cant addition to the calculations is the inversion of at most, 
6x6 matrix. 

Thus this feature is extremely useful with electrolyte 
systems, reducing the number of computer simulations necessary to 
find the correct control strategy. With this design to specifi
cations feature, FRACHEM/ECES has been used to determine a proper 
caustic injection rate to reduce the ammonia and hydrogen sulfide 
concentrations to meet EPA specifications without inordinate 
amounts ot stripping steam. 

Modeling a_ Fractionator with Both Finite Reaction and Ionic 
Equilibria in the Liquid Phase 

The ultimate extension of FRACHEM/ECES is to combine 
the abil i ty to model rate limiting kinetics with the electrolyte 
equilibria capabilities of ECES. A need for such a tower model 
arose recently in the development of a new pollution control 
process. In this process certain organic species in dilute con
centrations in waste water streams undergo reactions to form weak 
electrolytes which are then stripped from the waste water. In 
order to simulate and optimize the process a suitable tower model 
was needed. 

The same state equations, equations 2 through 6 s t i l l 
apply. However in evaluating the Jacobian, particularly for the 
elements W E C j f i in equation 6, 

L. x. . - WEC. . = 0 (6) 

these component rates calculated by FRACGN from the electrolyte 
equilibria are now functions of T j , Pj, Yjf±r FINj,k , and R j f i 
the extent of reaction of the species on stage j . The finite 
rates affect the electrolyte equilibria by changing the elemental 
amounts of the various species. If we consider reaction occur
ring in the liquid phase and assume a well mixed stage, then we 
can represent schematically the process: 

FIN 1 

REACTION 
Γ FIN1 

EQUILIBRIA 
wF.r. ^ 

REACTION EQUILIBRIA 
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17. ZEMAiTis Equilibrium Stage Separation 321 

Then: 

FIN 1 . = FIN. . - R. , (x. . , Τ . , L . , VOL.) (8) 
3/k 3/k 3,k 3,1 j 3 J 

The elements of the Jacobian reflecting the partial derivative of 
the NCOMP equation 6 with respect to the state variables are 
found by using: 

31L.X. . - WEC. Λ 3(L.X. .) 3WEC. . 3FIN. . 3R. . 
V3 3/1 3J2J r : 3 3,1 _ |,1 3/1 _ J / l 

3q 3q 3FIN1 ± | ^ 3q 3q 

3WEC. . (9) 
1 ^ 

3q 

where q is any state variable such that 

1 
3FIN. 

^ 0 -2i± 
3q 

With this change to the Jacobian generator and a user 
supplied routine to evaluate the extents of reaction and at the 
user's option the partial derivatives 3R/3x, 3R/3L, and 3R/3T 
along with the ECES generated subroutines, this form of process 
can be successfully modeled. This type of model has been suc
cessfully used to simulate proprietary processes developed by our 
clients. 

Conclusions and Significance 

A rigorous fractionation tower program has been developed 
with several features that broaden i ts applicability far beyond 
the capabilities of existing commercially available dis t i l la t ion 
tower simulation programs. In addition to the usual features of 
most modern multicomponent fractionation programs, the individual 
component material balances and the enthalpy balance written for 
each tray have been modified so that the resulting computer pro
gram is able to simulate: 

(1) Fractionation where chemical reaction occurs in the 
liquid phase such as in the process involving the 
production of esters. 

(2) Sour water strippers where complex chemical and ionic 
equilibria occur in the liquid phase affecting the 
vapor-liquid equilibria . 

C3) Strippers of other fractionators where both rate limited 
reactions and complex chemical and ionic equilibria 
occur. 

(.4) Conventional fractionators of various configurations 
and complexities. 

The principal significance of this work is that it allows 
the user to explore fractionation schemes involving reactions and 
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322 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

chemical equilibria with rigorous approach previously not avai l 
able. Of special significance is that the FRACHEM-ECES option 
provides a convenient thermodynamically consistent method for the 
calculation of multicomponent, multistage vapor-liquid equilibria 
incorporating and extending recent work in order to predict the 
effects of chemical and ionic equilibria or the phase equilibria 
and thermodynamics necessary in simulating such a complex frac
tionation system. 

Nomenclature 

A block matrix of Jacobian reflects stage j+l's effect on 
variables of stage j 

Β block matrix of Jacobian reflects stage j ' s effect on 

variables of stage j 

γ activity coefficient of liquid species 

C block matrix of Jacobian relects stage j - l ' s effect on 
variables of stage j 

FIN total elemental flow rate into l iquid phase of a stage, 
mols/hr 

FL l iquid feed flow, mols/hr 

FV vapor feed flow, mols/hr 

h enthalpy of liquid component, BTU/mol 

H enthalpy of vapor component BTU/mol 

Κ vapor-liquid equilibrium constant 

L liquid flow, mols/hr 

Ρ pressure, psia 

Q heat added by plate heat exchanger, BTU/hr 

QFL heat content of l iquid feed, BTU/hr 

QFV heat content of vapor feed, BTU/hr 

QR heat removed by reaction on stage, BTU/hr 

R disappearance by reaction of species, mol/hr 

SL liquid side draw, mol/hr 

SV vapor side draw, mol/hr 

Τ temperature of a stage, °F 

V vapor flow, mol/hr 

WEC total flow of species leaving a stage in l iquid phase, mol/hr 

x mol fraction of liquid component 

y mol fraction of vapor component 
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17. ZEMAITIS Equilibrium Stage Separation 323 

Subscripts 

i component 

j stage 

k component 

NST top stage of tower 
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324 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Appendix I 

The tower is a stripper consisting of 5 ideal stages with a l iquid 
feed to the top stage consisting of 

22,284 LB/HR H20 
540 LB/HR CO2 

1,794 LB/HR NH3 

at a temperature of 110°F. FRAHCEM/ECES was used to simulate the 
performance when the stripper was at 55 PSIA and 8233 LB/HR of 
steam at 200 PSIA and a temperature of 222 F were introduced be
low the f i r s t or bottom stage. 

The input to ECES consisted of the information that 
follows: 

FRACHEM 
INPUT 
H20IN 

"NH3IN 
C02IN 
SPECIES 
H20VAP 
NH3VAP 
C02VAP 
NH3AQ 
C02AQ 
NH4ION 
OHION 
HI ON 
HC03ION 
C03I0N 
NH2C02ION 
EQUILIBRIUM 
H20VAP=H20 
NH3VAP=NH3AQ 
C02VAP=C02AQ 
NH3AQ+H20=NH4I0N+0HI0N 
C02AQ+H20=HION+HCC3ION 
HC03ION=HION+C03ION 
NH2C02I0N+H20=NH3AQ+HC03ION 
H20=HION+OHION 

ECES then using i t s embedded thermodynamic framework 
created three computer readable f i l e s : 

(1) A database containing the parameters needed to compute 
equilibrium constants, interaction parameters etc. 

02) FCAL - à FORTRAN subroutine which has a l l the function 
equations to describe the chemical and ionic equilibria 
and is developed from the user input. 
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17. zEMAiTis Equilibrium Stage Separation 325 

(3) ACAL - a FORTRAN subroutine which has a l l the function 
equations to calculate the activity coefficients of a l l 
the ionic and molecular species in the aqueous solution 
as well as the activity of water. 

In running FRACHEM/ECES the user creates an input f i l e in 
which the necessary information is entered to describe the strip
per and its operation. The two FORTRAN f i les are compiled and 
linked with FRACHEM to then solve the simulation. For this case 
the column temperature and flow profiles were found to be: 

STAGE TEMPERATURE VAPOR RATE LIQUID RATE 
NUMBER (DEGREES F) (LBMOLS/HR) (LBMOLS/HR) 

Tower Top 5 239.7 207.08 Off GAS 
4 250.5 364.74 
3 264.8 387.56 
2 276.2 415.46 
1 282.2 435.57 

The liquid bottoms concentration was found to be 

1492.49 
1524.29 
1559.39 
1582.04 
1603.93 Bottoms 

COMPONENT MOL FRACTION 

H20 0.99523E+00 
C02AQ 0.78501E-06 
NH3AQ 0.45999E-02 
HION 0.60026E-10 
OHION 0.11757E-04 
NH4I0N 0.83742E-04 
HC03I0N 0.60582E-04 
C03ION 0.19155E-05 
NH2C02ION 0.75720E-05 

and the vapor off had a composition (vapor leaving stage 5) of; 

COMPONENT MOL FRACTION 

H20 
C02 
NH3 

.60597 

.04436 

.34966 

while the liquid in equilibrium with this vapor had a composition 
of 

COMPONENT MOL FRACTION 

H20 .91783E+00 
C02AQ .13093E-04 
NH3AQ .67311E-01 
HION .98140E-10 
OHION .42984E-05 
NH4I0N .96984E-02 
HC03ION .23935E-02 
C03ION .16617E-03 
NH2C02ION .70188E-02 

RECEIVED November 5, 1979. 
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Leach Process Models 

IVAN V. KLUMPAR 

Kennecott Copper Corp., Lexington, MA 02173 

Chemical processes involving multicomponent multistage 
leaching were modeled in the following way depending 
on the process type and complexity: 

• Steady state counter-current leaching and washing 
with specified solid compositions in each phase 
and a specified material balance of the remaining 
process units were simulated with simultaneous 
linear non-differential equations. The model can 
calculate the material balance including wash and 
makeup water, losses, number of stages and solute 
buildup in two recycles. The corresponding ready
-to-use computer program can be applied to any 
process. 

• The material balance of steady state leaching and 
washing units of any configuration integrated with 
a number of other process units was modeled using 
iterative simulation. The method is particularly 
useful if multiple nested and intersecting recycles 
are involved. The model is applicable if each 
physical separation is defined by distribution co
efficients, and each chemical reaction by stoichi-
ometry and conversion. The corresponding computer 
program is again general and ready to use. 

• Kinetics and mass transfer were simulated for 
steady and non-steady state cocurrent or cross
-current leaching of moving or stationary solids. 
The model can handle any number of parallel or 
consecutive reactions. The method is applicable 
to complex processes that include leaching of de
sirable and undesirable species, side reactions 
of a non-leach character, losses, product separa
tion and recovery, lixiviant recycling, etc. 
While the main-line program is general, specific 
sub-routines for the individual process steps have 
to be written. 

0-8412-0549-3/80/47-124-327$05.00/0 
© 1980 American Chemical Society 
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Linear Equation Model 

A t y p i c a l hydrometallurgical process (1) includes: 
• Leaching and washing, represented in Figure 1 by a 

s e r i e s of mixers with i n t e r s t a g e l i q u i d - s o l i d 
separation in thickeners. 

• Product separation, such as l i q u i d i o n exchange 
(LIX). 

• Product recovery, such as electrowinning. 
• Waste d i s p o s a l , such as a t a i l i n g s pond. 

The barren l i q u o r s from the product separation or 
recovery s e c t i o n s , and the waste d i s p o s a l f a c i l i t y may 
be recycled as wash l i q u o r to the l a s t stage of the 
leach-wash system a f t e r appropriate treatment. The 
process may include other streams such as an i n l e t of 
l i x i v i a n t or a d d i t i o n a l wash water, and a f i c t i c i o u s 
e x i t stream representing l o s s e s . 

An example of this type of c o n f i g u r a t i o n is the 
A r b i t e r Process (2) f o r ammoniacal leaching of copper 
concentrates. The l i x i v i a n t c o n s i s t s of aqueous 
ammonia flowing counter-currently and oxygen sparged 
c r o s s c u r r e n t l y . 

Depending on the concentrate nature, the foll o w i n g 
three and other reactions may occur: 

CuFeS2+2.25 02+4 NH^ = C u ( N H ^ ) 4 + + ^ 2 Ο 2 ~ + 0 # ^ F e 2 ° 3 ( 1 ) 

S 2 ° 3 ~ + 2 ° 2 + 2 N H 3 + H 2 ° = 2 S 0 4 ~ + 2 N H 4 ( 2 ) 

Cu 3AsS 4+8.75 0 2+15 NH3+2.5 H 20 = 

= 3 Cu(NH 3) 2 ++NH 4H 2As0 4+4 S02"+2 NH* (3) 

Equation 3 is an example of an undesirable r e a c t i o n 
because of the s o l u b i l i z a t i o n of ar s e n i c . Fortunately, 
most of it p r e c i p i t a t e s subsequently as an i r o n arsenate. 

The (NH 4) 2S04 r i c h wash l i q u o r passed to a regen
e r a t i o n p l a n t c o n s t i t u t e s the e x i t stream in Figure 1. 
Regenerated ammonia is the i n l e t stream. Regeneration 
is not shown in Figure 1. Neither are other sections 
such as pregnant s o l u t i o n f i l t r a t i o n , t a i l i n g s f l o t a 
t i o n and r e c y c l e treatment. 

In developing the model, the foll o w i n g b a s i c 
assumptions have been made: 

• The s o l i d phase composition in each st a t e is 
s p e c i f i e d . 

• The major constituent of the s o l i d phase is an 
i n e r t s o l i d . 
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330 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

• L i q u i d phase compositions of the overflow and 
underflow l i q u o r are equal. 

The model algorithm is based on the following r e 
l a t i o n s h i p s (symbols are l i s t e d at the end): 

Dj+1 + S + 1 = D l + B j + E 

D j + 1 Y j + 1 + S X0 + I Y I - D1 Y1 + B j Y j + S X j + E Y E ( 5 ) 

Equations 4 and 5 are the o v e r a l l and component materi
a l balances, r e s p e c t i v e l y , f o r the f i r s t j stages. 

S i m i l a r r e l a t i o n s h i p s have been developed f o r the 
other stages and combined i n t o a system of simultaneous 
l i n e a r equations (3). The corresponding computer pro
gram has about 250 FORTRAN statements. In a d d i t i o n to 
the s o l i d phase composition f o r each stage and the in
e r t s o l i d flowrate, the user must always s p e c i f y the 
composition of one i n l e t or e x i t stream. 

The computer program c a l c u l a t e s the f o l l o w i n g : 
l a . L i q u i d phase compositions f o r each stage from the 

corresponding flowrates of overflows; or 
l b . L i q u i d flowrates f o r each stage based on the con

c e n t r a t i o n of 
• one component in each stage, 
• another component in pregnant l i q u o r , wash 

l i q u o r , and l a s t stage underflow; 
A l l remaining concentrations are also c a l c u l a t e d . 

2. Requirements f o r makeup solvent. 
3. Number of stages to a t t a i n a s p e c i f i e d product 

l o s s in the residue (o p t i o n a l ) . 
4. Buildup of any solute in the wash l i q u o r based on 

s p e c i f i e d f r a c t i o n s , p and q, recycled from preg
nant l i q u o r and residue l i q u o r , r e s p e c t i v e l y 
( o p t i o n a l ) . 

5. E f f i c i e n c i e s of leaching, washing and the e n t i r e 
leach-wash system ( o p t i o n a l ) . 

The model is compatible with the presence of a gas 
while not accounting f o r it in the leach algorithm. 
Let us look at Equations 1, 2 and 3. Relative conver
sions of the non-gaseous components are f i x e d indepen
dently of oxygen as long as there is an 0 2 excess. 
This is the case in most i n d u s t r i a l a p p l i c a t i o n s . 
Washing is not a f f e c t e d by oxygen in any case. 
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18. KLUMPAR Leach Process Modeh 331 

I t e r a t i v e Simulation Model 

A considerably more complex process is shown in 
Figure 2. I t includes: 

• Four-stage countercurrent mineral leaching and 
washing with waste d i s p o s a l (M,W,D) 

• Two separation and recovery c i r c u i t s f o r two d i f 
f e r e nt products. Each c o n s i s t s of c r y s t a l l i z a t i o n # 

intermediate product leaching, f i n a l product r e 
covery and extractant regeneration (C,I,P,R). 

• Reagent preparation comprising absorption and 
s t r i p p i n g (A,S). 
The process includes a number of rec y c l e s that 

can be i n t e r p r e t e d as 18 i n t e r s e c t i n g and nested loops 
of a f i r s t through f i f t h order. 

I t is impossible or i m p r a c t i c a l to model pro
cesses of this type with simultaneous equations. 
Rather, i t e r a t i v e simulation is used (£). The a v a i l 
able computer programs, however, have the following 
disadvantages : 

• They are large and expensive because they were 
developed f o r regular process design, 

• Becoming w e l l acquainted with the program is time 
consuming, 

• Most cases require w r i t i n g of s p e c i f i c subroutines. 
There is a need f o r a simple model l i m i t e d to 

material balances that could be used f o r p r e l i m i 
nary c a l c u l a t i o n s when there are not enough data or 
time a v a i l a b l e f o r rigorous process design. The pro
posed model is p a r t i c u l a r l y u s e f u l for processes that 
are c o n t r o l l e d by material balance r e l a t e d parameters 
rather than by the thermal and k i n e t i c nature of the 
system. Many leach processes f a l l w i t hin this cate
gory being s e n s i t i v e to oversaturation, pH, o v e r a l l 
water balance, d i s t r i b u t i o n of i m p u r i t i e s , e t c . 

Any chemical process can be broken down i n t o a 
number of modules of the following four types (5): 
(a) A d d i t i o n of two or more streams, 
(b) Branching of an i n l e t stream i n t o two o u t l e t s of 

the same composition, 
(c) Conversion of a stream by a chemical r e a c t i o n 

int o another stream of a d i f f e r e n t composition, 
(d) D i s t r i b u t i o n of an i n l e t stream i n t o two o u t l e t s 

of d i f f e r e n t composition. 
Each r e c y c l e is defined by a module of a f i f t h 

type ("e" f o r e n c i r c l i n g to keep the symbols meaning
ful ) . 
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18. KLUMPAR Leach Process Models 333 

Figure 3 shows the flowsheet of Figure 2 expressed 
in terms of the f i v e modules. Lower case l e t t e r s are 
used to d i s t i n g u i s h modules from plant sections which 
are denoted by c a p i t a l s . Some modules are i d e n t i c a l 
with equipment u n i t s , e.g. f i l t e r s and thickeners are 
d i s t r i b u t i o n modules. In other cases, one piece of 
equipment is simulated by two or more modules. For 
example, absorber A is represented by a, c, d and b 
modules. 

The user has to s p e c i f y a s p l i t r a t i o f o r each 
branching module and a d i s t r i b u t i o n c o e f f i c i e n t f o r 
each component entering a d i s t r i b u t i o n module. The 
conversion module requires a s t o i c h i o m e t r i c c o e f f i c i e n t 
f o r each component involved and the f r a c t i o n a l conver
sion of a selected key component. Each r e c y c l e has to 
be defined by the o r i g i n a t i n g and d e s t i n a t i o n modules, 
computational sequence, and convergence tolerance of a 
key component. 

A f t e r a l l modules are s p e c i f i e d , the computer pro
gram c a l c u l a t e s flowrates and compositions of a l l in
side and o u t l e t streams based on known i n l e t streams. 
I n l e t and o u t l e t streams are those which do not o r i g i 
nate or end in a module, r e s p e c t i v e l y . The others are 
i n s i d e streams. The program has only 250 FORTRAN 
statements. 

K i n e t i c s and Mass Transfer Model 

Reaction k i n e t i c s and mass t r a n s f e r associated 
with leaching can be expressed using a modified shrink
ing core model (6). Let us again use the A r b i t e r Pro
cess as an example. The i n t e r a c t i o n of ammonia and 
oxygen with a c h a l c o p y r i t e p a r t i c l e can be v i s u a l i z e d 
as c o n s i s t i n g of the following elements (see Figure 4 
which is a s e c t i o n of the three phase system): 
1. Oxygen d i s s o l u t i o n at the l i q u i d i n t e r f a c e , 
2. Ammonia and O 2 t r a n s f e r to the reacted p a r t i c l e 

s h e l l , 
3. Aqueous NH^ and 0 2 d i f f u s i o n to the unreacted 

p a r t i c l e core, 
4. Reaction (Eq. 1) at the core surface, 
5. D i f f u s i o n of r e a c t i o n products across the s h e l l , 
6. Their t r a n s f e r to the bulk l i q u i d . 

Each element represents a r e s i s t a n c e . I f one r e 
si s t a n c e is c o n t r o l l i n g , a simple rate equation may be 
derived. For example, i f the s h e l l d i s i n t e g r a t e s and 
the l i q u i d is vigorously a g i t a t e d , leaching can be r e 
presented by the surface r e a c t i o n r a t e equation, 
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Figure 4. Shrinking-core model 
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336 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

r M = -(dN M/dt)/V = 4 π R 2 η ksC Q/V (6) 

As the right-hand side expression is based on the mean 
p a r t i c l e diameter, it has the advantage of e l i m i n a t i n g 
shape f a c t o r s . 

S i m i l a r r a t e equations can be developed f o r the 
p a r a l l e l leaching of other minerals (see Eq. 3). The 
oxidation of intermediate s u l f u r compounds to s u l f a t e s 
such as Eq. 2 is a consecutive r e a c t i o n to mineral 
leaching. Other reactions are v i r t u a l l y instantaneous, 
e.g., p r e c i p i t a t i o n of i n s o l u b l e f e r r i c arsenates from 
soluble N H 4 H 2 A S O 4 which is consecutive to Eq. 3. On 
the other hand, the instantaneous s h i f t in the amonia -
ammonium eq u i l i b r i u m , 

NH 3 + H 20*NH 4
+ + OH" (7) 

can not be associated with the leaching or p r e c i p i t a 
t i o n of any p a r t i c u l a r species. Instantaneous reactions 
are f i x e d by t h e i r e q u i l i b r i u m r e l a t i o n s h i p s , e.g., 

C A » C U CH / V <8) 

The material balance of each leach stage is de
fi n e d by the design equation of a s t i r r e d tank reactor 
(7), 

F x = F E + rV + dN a/dt (9) 

For a continuous reactor, the l a s t term in Eq. 9 is 
zero. For a s t a t i o n a r y s o l i d in a semibatch r e a c t o r , 
F j = F E = 0. A leach stage could be simulated by com
bin i n g the various r a t e equations and e q u i l i b r i u m r e 
l a t i o n s h i p s with the material balance, Eq. 9 f o r each 
component. The r e s u l t would be a very complex set of 
d i f f e r e n t i a l equations. 

The proposed model takes another approach. I t was 
developed f o r multistage semibatch reactors with s t a 
t i o n a r y s o l i d s and continuous co-current reactors with 
moving s o l i d s . I t also allows f o r a crosscurrent 
stream such as gas sparged separately i n t o any number 
of stages. The residence time of each stage is d i v i 
ded i n t o a number of f i n i t e time i n t e r v a l s . Within 
each i n t e r v a l , the i n d i v i d u a l reactions are treated as 
successive rather than simultaneous. The model accuracy 
is c o n t r o l l e d by s e l e c t i n g the number of i n t e r v a l s . 
The higher the number the more c l o s e l y the model appro
ximates the simultaneous c o n d i t i o n s . 
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18. KLUMPAR Leach Process Models 337 

A schematic diagram of the e n t i r e model is shown 
in Figure 5. I t should be noted that each i n t e r v a l 
includes a l s o the instantaneous r e a c t i o n s . As the 
sparged oxygen might have a shorter residence time than 
the l i q u i d , the number of i n t e r v a l s with respect to the 
crosscurrent stream might be l e s s than the t o t a l number 
of i n t e r v a l s per stage. Accordingly, the model allows 
f o r sequencing of the crosscurrent stream which is 
simulated as branching. Losses are handled by a f i c t i 
cious purge step following the l a s t i n t e r v a l . 

Model Algorithm and Ap p l i c a t i o n s 

The algorithm of the k i n e t i c s and mass t r a n s f e r 
model is a system of alge b r a i c equations that are dev
eloped in the following way. The key v a r i a b l e is ΔΝ, 
the change in the amount of a p a r t i c u l a r reactant or 
product component involved in a re a c t i o n step during an 
i n t e r v a l At. The material balance of a step is, 

Ν" = Ν 1 + ΔΝ (10) 

where N' and N" are the amounts of the component pre
sent in the stage before and a f t e r the step. 

Rate equations such as Eq. 6 are converted to 
alge b r a i c r e l a t i o n s h i p s to give the ΔΝ of a c o n t r o l l i n g 
component by s u b s t i t u t i n g d i f f e r e n c e s , Δ , f o r d i f f e r e n 
t i a l s , d. For example, in the case of Cu^AsS. r e a c t i n g 
according to Eq. 3, 

Δ Ν Μ = -4π R 2 n k (8.75) C Q At (11) 

The other components are r e l a t e d by stoichiometry, e.g., 

AN r =8.75 ΔΝ Μ (12) G M 
ΔΝ. = 15.0 ΔΝ^ (13) A M 

where 8.75 and 15.0 are st o i c h i o m e t r i c c o e f f i c i e n t s . 
E q u i l i b r i u m r e l a t i o n s h i p s such as Eq. 8 are modi

f i e d by introducing ΔΝ as a conversion term. For 
example, in Eq. 7, 

Δ Ν Α = - Δ Ν 0 = - Δ Ν Η (14) 
2 

Using Eq. 14, Eq. 8 is modified and m u l t i p l i e d by V 
with the foll o w i n g r e s u l t , noting that VC = N, 

( Ν ' Α - Δ Ν Α ) ν = ( Ν ' j j + Δ Ν ^ ) ( Ν ' Η + Δ Ν Α ) / Κ Α (15) 
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18. KLUMPAR Leach Process Models 339 

Eq. 15 is subsequently solved f o r ΔΝ^. S i m i l a r r e l a r 
t ionships are derived f o r the pregnant l i q u o r t r e a t 
ment steps. 

I t would be d i f f i c u l t to e s t a b l i s h offhand the 
number and lengths of i n t e r v a l s f o r a p a r t i c u l a r a p p l i 
c a t i o n of the model. Rather, the user s p e c i f i e s the 
f i n a l radius, R m, of a c o n t r o l l i n g mineral p a r t i c l e and 
se l e c t s a constant shrinkage f a c t o r , f, defined as 
f r a c t i o n a l decrease of the p a r t i c l e surface area per in
t e r v a l . The r e l a t i o n s h i p between radius and shrinkage 
f a c t o r is, 

R e = R b /Τ=Ύ (16) 

The shrinkage f a c t o r and f i n a l radius determine the 
approximate number of i n t e r v a l s . For example, f o r f = 
10% and R^ = 5% of the i n i t i a l radius, R Q, the minimum 
number o f m i n t e r v a l s is 57 because, 

R n(/1-0.1) 5 6=0.0523R„ > R =0.05R„ > R n ( / 1 - 0 . 1 ) 5 7 = υ u m υ υ 
= 0.0496RQ (17) 

The length of each i n t e r v a l is estimated one at a 
time in the following way. For a given number of par
t i c l e s per stage, the amount of a mineral is propor
t i o n a l to the cube of an average p a r t i c l e diameter. 
S e l e c t i n g a mineral that leaches only in one r e a c t i o n , 
e.g., c h a l c o p y r i t e , Eq. 16 is rewritten as 

Ν 1 1 = Ν 1 (1 - f ) 3 / 2 (18) 

Eqs. 10, 18 and 6 f o r dt = at are combined to give 

At = N 1[l-(l-f) 3 / 2]/9π R 2 η k Cn (19) 

As the leach rate is pro p o r t i o n a l to p a r t i c l e surface 
area, the i n t e r v a l s e s t a b l i s h e d in this way are f a i r l y 
uniform, though not n e c e s s a r i l y equal. They are sub
sequently used in the other r e a c t i o n s . 

The computer program is compact. For a p a r t i c u l a r 
a p p l i c a t i o n it had only 500 FORTRAN statements i n c l u d 
ing subroutines f o r seven rate equations and e q u i l i b 
rium r e l a t i o n s h i p s , as we l l as seven pregnant l i q u o r 
treatment steps. For a s e r i e s of semibatch reac t o r s , 
the program c a l c u l a t e s the gradual concentration changes 
of a l l streams per pass based on i n i t i a l conditions. 
For a continuous system, the model can simulate both 
steady and non-steady state operation. An example of 
the l a t t e r is startup. 
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The program can a l s o model processes that are not 
confined to equipment such as dump leaching of low 
grade s u l f i d e copper ores or t a i l i n g s . In this pro
cess, water is s p r i n k l e d on top of the dumps, s o l u b i l i -
zing copper as it percolates the porous mass in the 
presence of a i r . An a c i d cupric s u l f a t e s o l u t i o n is 
c o l l e c t e d at the bottom. The leached block of the 
dumps can be f i c t i c i o u s l y d i v i d e d i n t o a number of sec
tions along the p e r c o l a t i o n path. Each s e c t i o n is con
sidered a s t i r r e d tank reactor stage. 

In applying the model, some mineral parameters, 
such as numbers, n, and mean r a d i i , R Q of various 
mineral p a r t i c l e s may be estimated by mineralogical 
techniques. For p h y s i c a l properties such as phase 
eq u i l i b r i u m constants, K, published ternary and binary 
data may be used on an approximate b a s i s . K i n e t i c 
parameters such as r e a c t i o n rate constants, k, or mass 
t r a n s f e r c o e f f i c i e n t s can be very roughly estimated 
based on laboratory experiments. Their values may 
then be v a r i e d in a s e r i e s of computer runs u n t i l the 
r e s u l t s match p i l o t p l a n t data. A reasonably good 
match w i l l , at the same time, confirm the remaining 
v a r i a b l e s , r a t e equations and other assumptions. 

Needless to say, k i n e t i c parameters e s t a b l i s h e d 
in this way are e m p irical factors dependent on the de
f i n i t i o n of other variables,e.g., averaging of p a r t i 
c l e s i z e d i s t r i b u t i o n to determine R . Nevertheless, 
the model provides a r a t i o n a l approach to the complex 
p h y s i c a l and chemical phenomena of multistage, m u l t i -
r e a c t i o n leaching. I t is intended to expand the model 
to include countercurrent operations. 
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Symbols 

A absorption in Figure 2. 
Β flowrate of underflow solvent, kg/s 
C molar concentration, k mol/m^ 

c r y s t a l l i z e r in Figure 2 
D flowrate of overflow solvent, kg/s 

waste d i s p o s a l ( t a i l i n g s pond) in Figure 2 
Ε e x i t solvent flowrate, kg/s 
F molar flowrate, k mol/s 

f i l t e r in Figure 2 
G gas or oxygen 
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18. KLUMPAR Leach Process Modeh 341 

I i n l e t solvent flowrate, kg/s 
intermediate product leach in Figure 2 

J number of stages, no dimension 
Κ e q u i l i b r i u m constant, various dimensions 
L l i q u i d or s l u r r y 
M mineral leach in Figure 2 
Ν amount of substance per stage, k mol 
Ρ purge and/or l o s s or t h e i r flowrate, kg/s 

product recovery in Figure 2 
R p a r t i c l e core radius, m, 

extractant regeneration in Figure 2 
RQ mean mineral p a r t i c l e radius, m 
S i n e r t s o l i d flowrate, kg/s 

s t r i p p i n g in Figure 2 
Τ t a i l i n g s accumulation rate, kg/s 

thickener in Figure 2 
V stage volume, nr* 
W water evaporation r a t e , kg/s 

washing in Figure 2 
X component to i n e r t s o l i d mass r a t i o , no dimension 
Y component to solvent mass r a t i o , no dimension 
#Z l a s t r e a c t i o n 
a a d d i t i o n module 
b branching module 
c conversion module 
d d i s t r i b u t i o n module or d i f f e r e n t i a l 
e " e n c i r c l i n g " or r e c y c l e module 
f f r a c t i o n a l surface shrinkage, no dimension 
i i n t e r v a l counter 
j stage counter 
η number of p a r t i c l e s per stage, no dimension 
p r e c y c l e d f r a c t i o n of pregnant l i q u o r , no dimension 
q recycled f r a c t i o n of the residue l i q u o r , no dimen

sion 
r r e a c t i o n r a t e , various dimensions 
s s t o i c h i o m e t r i c c o e f f i c i e n t , no dimension 
t time, s 
#1,#2 f i r s t and second r e a c t i o n , r e s p e c t i v e l y 

Subscripts 
A ammonia 
Ε stage e x i t 
G gas or oxygen 
H hydroxyl 
I stage i n l e t 
J l a s t stage 
M leached mineral 
U ammonium 
a accumulated 
b beginning of i n t e r v a l 
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342 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

e end of i n t e r v a l 
j stage counter 
m minimum 
0 feed stream or i n i t i a l p a r t i c l e 
l f 2 stage 1, 2 

Streams in Figure 2 

1 feed 23 vapor r e c y c l e 
2 pregnant l i q u o r 24 reagent makeup 
3,4 ,5 underflow 25 absorbent makeup 
6 makeup water 26 absorption offgas 
7 residue 27, 28 reagent 
8 t a i l i n g s 29, 30 solvent makeup 
9 evaporation 31, 32 in s o l u b l e s 
10 water r e c y c l e 33, 34 product s o l u t i o n 
11, 12, 13 overflow 35, 36 solvent r e c y c l e 
14 l i x i v i a n t r e c y c l e 37, 38 regeneration feed 
15, 16 c r y s t a l s 39, 40 product 
17 semidepleted l i q u o r 41, 42 regeneration agent 
18 barren l i q u o r 43, 44 regeneration offgas 
19 desorbent 45, 46 regeneration purge 
20 s t r i p waste 47, 48 adjustment stream 
21, 22 bottoms r e c y c l e 

1st order loop 
2nd order loop 
3rd order loop 
4th order loop 
5th order loop 
i n t e r s e c t i n g loop 
other streams 
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19 
Process Simulation for Mixtures of Hydrocarbons, 
Petroleum, and Associated Gases in Coexisting Vapor 
and Liquid Systems 

WAYNE C. EDMISTER1, STERLING H. BOOTH, and ROBERT E. HURNEY 
Kaiser Engineers, Inc., Oakland, CA 94623 

A computer algorithm has been developed for making multi-
component mixture calculations to predict: (a) thermodynamic 
properties of liquid and vapor phases; (b) bubble point, dew 
point, and fla s h conditions; (c) multiple flashes, condensa
tions, compression, and expansion operations; and (d) separa
tions by distillation and absorption. 

Equations and property data are included for 39 hydrocar
bons, 10 nonhydrocarbons, and petroleum fractions. Petroleum 
properties are predicted by equations derived from correlations 
that are in the Technical Data Book of the American Petroleum 
Institute (1). 

Six alternate methods for predicting the thermodynamic 
properties are included. These are known by the names of the 
authors of the methods, which are Chao-Seader (2), Grayson-
Streed (3), Lee-Erbar-Edmister (4), Soave-Redlich-Kwong (5), 
Peng-Robinson (6) and Lee-Kesler-Ploecker (7, 12). 

SIMULATION PROGRAMS 

Computer simulation programs are useful engineering tools 
for design, optimization, and control of production and manufac
turing processes. A simulator for equilibrium processing of 
hydrocarbons, petroleum, and associated gases in co-existing 
vapor and liquid phases will be described in this paper. 

To be useful, this type of simulator must calculate the 
thermodynamic properties of multicomponent mixtures in both 
liquid and vapor phases while predicting bubble and dew points 
or p a r t i a l vaporizations or condensations. Using this basic 
information, the simulator must then make calculations for other 
processes, such as gas cooling by expansion, gas compression, 
multiple flashes condensations, and separations by absorption 

*Current Address: 75 Summit, San Rafael, CA 94901 

0-8412-0549-3/80/47-124-343$05.00/0 
© 1980 American Chemical Society 
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344 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

or distillation. Our simulator has these features and can be ex
panded to include others, such as reaction equilibrium, flowsheet 
simulation, etc. 

An e a r l i e r version of this program, called PROSIM, was 
described by Edmister and Aguayo at the Summer Computer Simula
tion Conference in Chicago during July 1977 (8). Additions to 
and improvements in PROSIM have been made during the past two 
years. The present version is described and i l l u s t r a t e d in this 
paper. 

PROGRAM ORGANIZATION 

A computer program of this kind for performing a wide 
variety of calculations, by alternate methods, is rather large 
and complicated. The executive, or main, program directs the 
calculations according to control instructions provided by the 
user, along with f l u i d i d e n t i f i c a t i o n s and quantities and the 
problem conditions. The required physical properties and equa
tion constants are available in data blocks that are integral 
parts of the program. 

There are about 60 subroutines, distributed as follows: 20 
on thermodynamic predictions, 12 on petroleum characteristics, 6 
on vapor/liquid e q u i l i b r i a , 3 on data, 4 on compression/ 
expansion and multiple flash, 13 on multistage separation, and 3 
on output reports. 

These subroutines are linked together and to the main for 
the performance of 16 types of singlestage equilibrium calcula
tions and a l i k e number of multistage calculations. The p r i n c i 
pal lines of communication between these routines are shown in 
the schematic diagram, figure 1. I t is not possible, in the 
time and space available, to show a l l the details of making and 
converging the calculations. 

FLUID COMPONENTS 

PROSIM is concerned with vapors and l i q u i d s , separately or 
coexisting in equilibrium, and composed of one or more molecular 
species in each phase. These mixtures may be made of components 
from 49 substances consisting of 39 hydrocarbons and 10 nonhydro-
carbons. Physical properties are given in block data for these 
49 components. It would be a simple matter to expand this l i s t , 
i f needed. 

Petroleum may be included in the process f l u i d s of the 
calculations. Mixtures of petroleum and hydrocarbons, or petro 
leum fractions alone, with no l i g h t hydrocarbons, may constitute 
the system. For such mixtures the petroleum feed stock must be 
divided or broken down into small cut-s, or "components," and 
physical properties of these "components" estimated for use in 
the subsequent calculations. Petroleum breakdowns can be made 
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346 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

manually into "hypothetical" components of f i n i t e width, or they 
may be made by the computer into "pseudo" components of i n f i n i 
tesimal width. 

For both hypothetical and pseudo components, physical 
properties are computed by the same equations, which are based 
upon the correlations given in the Technical Data Book of the 
American Petroleum Institute Q ) . Equivalent molar quantities 
of these petroleum components are added to the amounts of the 
discrete (methane, etc.) components, to obtain the complete 
mixture for the thermodynamic calculations that follow. 

The integral method for petroleum vaporization calculations 
was described by one of the authors previously (9) and the 
applications of this technique in computer calculations were 
presented by Taylor and Edmister (10) and by Lion and Edmister 
( Π ) . 

THERMODYNAMIC PROPERTIES 

Thermodynamic properties ( i . e . , fugacities, entropies, and 
enthalpies) are required by this simulating program in the 
calculations of vapor/liquid phase equilibrium, compression/ 
expansion paths, and heat balances. Fugacities are required for 
the individual components of the existing vapor and liquid 
mixtures. Enthalpies and entropies are required for the vapor 
mixture or the liquid mixture. Also, mixture densities are 
required for both phases. 

In addition to these ordinary thermodynamic properties, the 
temperature and composition derivatives of the enthalpy and the 
fugacity coefficients are required in some calculations. 

The methods used in predicting these thermodynamic proper
t i e s employ: (a) an equation of state, relating the pressure-
volume-temperature characteristics of the f l u i d s ; (b) ideal gas 
state heat capacities of the individual components; and (c) 
binary interaction coefficients between the components. The 
development of these basic relationships is not within the scope 
of this paper. Technical l i t e r a t u r e sources of the thermody
namic equations and data are given in the references. 

THERMODYNAMIC METHODS 

Six alternate methods for calculating thermodynamic proper
t i e s are integrated into this program. 

The f i r s t three methods use one set of equations for the 
vapor phase and another for the liquid, in a similar technique. 
These methods are i d e n t i f i e d as Chao-Seader (2), Grayson-Streed 
(3), and Lee-Erbar-Edmister (4). The other three methods employ 
the same equations for both vapor and liquid phases. They are 
id e n t i f i e d as Soave-Redlich-Kwong (5), Peng-Robinson (6), and 
Lee-Kesler-Ploecker (7, 12). At this writing, the present 
authors have not settled on one single thermodynamic method as 
the choice for a l l problems. A single universal method may not 
be p r a c t i c a l . 
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19. E D M i s T E R E T A L . Hydrocarbons, Petroleum, and Associated Gases 347 

The Chao-Seader and the Grayson-Streed methods are very 
similar in that they both use the same mathematical models for 
each phase. For the vapor, the Redlich-Kwong equation of state 
is used. This two-parameter generalized pressure-volume-
temperature (P-V-T) expression is very convenient because only 
the c r i t i c a l constants of the mixture components are required 
for applications. For the liquid phase, both methods used the 
regular solution theory of Scatchard and Hildebrand (26) for the 
a c t i v i t y c o e f f i c i e n t plus an empirical relationship for the 
reference liquid fugacity c o e f f i c i e n t . Chao-Seader and Grayson-
Streed derived different constants for these two liquid equa
tions, however. 

The Grayson-Streed method was developed for hydrogen-
petroleum systems at high temperatures and pressures, i . e . , 
hydrofining conditions. Thus the constants, including some 
c r i t i c a l temperatures and pressures, d i f f e r s l i g h t l y from those 
recommended in the Chao-Seader method. 

The Lee-Erbar-Edmister method is of the same type, but uses 
different expressions for the fugacity and a c t i v i t y c o e f f i 
cients. The vapor phase equation of state is a three-parameter 
expression, and binary interaction corrections are included. 
The liquid phase a c t i v i t y and fugacity c o e f f i c i e n t expressions 
were derived to extend the method to lower temperatures and to 
improve accuracy. Binary interaction terms were included in the 
liquid a c t i v i t y c o e f f i c i e n t equation. 

A multiple-property technique was employed in developing 
the Lee-Erbar-Edmister equations. In this method, both measured 
values of the isothermal pressure correction to the enthalpy and 
the P-V-T data are used. 

The Soave modification of the Redlich-Kwong equation is the 
basis for the fourth thermodynamic properties method. This 
equation of state is applied to both liquid and vapor phases. 
Binary interaction coefficients for these applications are from 
Reid-Prausnitz-Sherwood (13) and the mathematical derivations 
used here are from Christiansen-Michelson-Fredenslund (14). 
Temperature and composition derivatives of the thermodynamic 
functions are included in the later work. These have applica
tions in multistage calculations. 

The Peng-Robinson (6) modification of the Soave-Redlich-
Kwong equation is a further improvement of the Redlich-Kwong 
equation. 

The Lee-Kesler (7) generalized equation of state, which 
also applies to both phases, is the basis for the sixth thermo
dynamic properties method. As o r i g i n a l l y developed, the Lee-
Kesler equation was for predicting bulk properties (densities, 
enthalpies etc.) for the entire mixture and not for calculating 
p a r t i a l properties for the components of mixtures. Phase equi
librium was not one of the uses that the authors had in mind 
when they developed the equation. Recognizing the other possi
b i l i t i e s of the Lee-Kesler equation, Ploecker, Knapp, and 

American Chemical 
Society Library 

1155 16th St. N. W. 
Washington. D. C. 20036 
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348 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Prausnitz (12) applied the equation to the calculations of 
vapor/liquid phase e q u i l i b r i a . Component combination rules, 
interaction c o e f f i c i e n t s , and pseudo-criticals were a l l part of 
the extension of the equation to this new application. 

EQUILIBRIUM PREDICTIONS 

There are three independent variables in coexisting e q u i l i b 
rium vapor/liquid systems, namely: temperature, pressure, and 
fracti o n liquid (or vapor). If two of these are specified in a 
problem, the th i r d is determined by the phase behavior of the 
system. There are seven types of vapor/liquid e q u i l i b r i a calcu
lations in our program, as in Figure 1 under "Single Stage 
Calculation." 

There are two "do loops" in each of these equilibrium 
calculations. When the unknown is either temperature or pressure, 
the inner "do loop" of 30 iterations converges on the unknown 
phase compositions and the outer "do loop" of 50 iterations 
converges on the unknown temperature or pressure. When the 
unknown of an equilibrium flash calculation is the liquid frac
tion, the inner "do loop" of 30 iterations converges on the 
liquid/feed ratio and the outer "do loop" converges on the 
unknown compositions. 

The precedure used in finding an unknown temperature is: 
(a) Assume a temperature and select a second temperature 1.0% 
higher to give two values of T, (b) make Κ value and e q u i l i 
brium calculations at both temperatures, and (c) the tempera
tures and summations from these calculations are used in a 
straight l i n e convergence calculation to estimate a new 
temperature. 

For predicting pressure, the procedure is similar except 
that a logarithmic convergence method is used in finding the new 
pressure. In predicting the liquid/feed ratio for flashing at a 
given temperature and pressure, the Newton-Raphson method is 
used. This calculation requires one flash at an assumed L/F 
rat i o , 0.5 being assumed in this program. Tolerances for conver
gence of composition and temperature or pressure may be speci
f i e d by the user, with default values set at one part in 10,000 
for both K-values and temperature or pressure. 

Estimating the unknown but required starting values of 
conditions and compositions is an important and sensitive part 
of these calculations. The composition of the feed is always 
known, as is the composition of one of the two phases in bubble 
and dew point calculations. With the Chao-Seader, Grayson-
Streed, and Lee-Erbar-Edmister methods, it is possible to assume 
that both phases have the composition of the feed for the f i r s t 
t r i a l . This assumption leads to trouble with the Soave-
Redlich-Kwong, the Peng-Robinson and the Lee-Kesler-Ploecker 
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methods, however. Accordingly, the Lee-Erbar-Edmister method is 
used f i r s t with the Soave-Redlich-Kwong, the Peng-Robinson and 
the Lee-Kesler-Ploecker to get starting values of the unknown 
properties and compositions. 

SIMPLE PROCESSES 

Subroutines to make simulation calculations for several 
simple equilibrium processes are included in the PROSIM program. 
The vapor and liquid properties and the phase equilibrium condi
tions that are required in these process simulations are found 
by the thermodynamic and i t e r a t i v e methods described above. The 
simple processes covered are: (a) multiple-flash vaporizations 
with incremented temperatures and/or pressures; (b) multiple 
p a r t i a l condensations with incremented temperatures and/or 
pressures on the o r i g i n a l vapor or the vapor remaining from the 
previous condensation calculation; (c) fla s h vaporization (or 
condensation) to find the duty of the heater (or cooler) in the 
process; (d) multistage compression of gas mixtures, with in t e r 
stage cooling and liquid knockout, i f desired; (e) gas expansion 
through turboexpander for cooling or through t h r o t t l e valve for 
cooling or pressure reduction; and (f) flow of compressible 
fl u i d s through nozzles or transfer l i n e s , where flow is c r i t i c a l 
at the outlet. 

Compression and expansion processes are for l i g h t gases 
only, excluding petroleum fractions, for which the program does 
not calculate entropy. The fl a s h and condensation processes are 
for a l l compositions. 

MULTISTAGE PROCESSES 

Multiple equilibrium stage processes simulated in this 
program are distillation, absorption, and stripping. Both 
simple and reboiled absorbers are included, and multiple feed 
plus side-stream products are possible from the fractionators. 
Matrix- and short-cut-type solution methods are provided in 
separate subroutines. 

The matrix method was presented by Taylor and Edmister (15, 
10) as a "general" solution for multicomponent multistage sepa
ration calculations, being capable of solving various configu
rations of equilibrium stage processes. O r i g i n a l l y , the Κ and 
Η values were in empirical equation form, with the user provid
ing the constants of the equations. Now that TAYLOR is a sub
routine of the larger algorithm, there are two options on ther
modynamic properties that the user can choose: (a) polynomial 
curve f i t s to values at three points in the column, or (b) 
direct evaluation of the Κ and Η values every time they are re
quired in the program. The curve f i t s are made automatically to 
the results of three equilibrium calculations on the feed, 
making it unnecessary for the user to do any intermediate data 
handling. 
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As it presently operates, TAYLOR uses numerical derivatives 
in solving the matrix, the o r i g i n a l method of the authors. 
Present improvements include an a l y t i c a l derivatives with both 
sources of Κ and Η values. Only temperature and liquid rate 
derivatives are used in this method. Composition derivatives 
are not used. Instead, the compositions are computed in a 
separate tridiagonal matrix. This method was used to save time 
and core in the computer. 

With anal y t i c a l derivatives, the TAYLOR method should 
handle a l l problems. If not, composition derivatives will be 
added to the matrix solution in the manner of Naphtali and 
Sandholm (16). 

In the TAYLOR method, the number of equilibrium stages are 
fixed by the user, as are the amounts of products, including 
side-streams. As options, the reflux ratio may be specified or 
found in the calculations. As output, the program gives the 
complete temperature, flow rate, and composition gradients. 

A short-cut design method for distillation is another 
subroutine. This method is based upon the minimum reflux of 
Underwood (17, 18, 19, 20), the minimum stages of Fenske (21) 
and Winn (22), and the reflux vs stages correlation of Erbar and 
Maddox (23) and Gray (24). In SHORT, which uses polynomial Κ 
and Η values, the required number of equilibrium stages may be 
found for a specified multiple of minimum reflux, or alterna
t i v e l y , the reflux ratio may be found for a given multiple of 
minimum stages. 

Another multistage method included in the program is the 
absorption and stripping factor method of Edmister (25). ASFPH, 
as it is called, can simulate simple and reboiled absorbers and 
also fractionators. The method used does not have very good 
convergence characteristics; however, it is of value in studying 
plant performance data. 

CONCLUSION 

A computer algorithm for simulating equilibrium stage 
processes'while predicting the required thermodynamic properties, 
has been presented in this paper. With optional methods for 
properties predictions and for multistage separation calculations 
and petroleum s l i c i n g capability, the program offers the process 
industries v e r s a t i l e tools for simulation and design. 

With a l l it features, the PROSIM program needs further 
improvements, especially in the convergence procedures for both 
single-and multiple-stage calculations. Work is proceeding on 
this at the present time. Another l o g i c a l extension of the 
program is to flowsheet simulation, as well as reduced crude 
properties prediction. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

01
9

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



19. EDMISTER E T A L . Hydrocarbons, Petroleum, and Associated Gases 351 

LITERATURE CITED 

1. "Technical Data Book - Petroleum Refining, 2nd Ed."; Ameri
can Petroleum Institute, Division of Refining: Wash
ington, DC., 1970. 

2. Chao, K. C., and Seader, J. D. "A General Correlation of 
Vapor-Liquid Equilibrium Mixtures," AIChE Journal 1961 
7, 598. 

3. Grayson, H. C., and Streed, C. W.,. "Vapor-Liquid 
Equilibria for High Pressure, High Temperature Hydro
gen-Hydrocarbon Systems,"; "Proceedings of 6th World 
Petroleum Congress, Sect III, 1963." Frankfurt, June 
1963. p 223. 

4. Lee, Β. I., Erbar, J. Η., and Edmister, W. C. " Prediction 
of Thermodynamic Properties for Low Temperature Hydro
carbon Process Calculations," AIChE Journal, 1973, 19, 
349. 

5. Soave, G. "Equilibrium Constants from a Modified Redlich-
Kwong Equation of State," Chem Eng Sci, 1972, 27, 
1197. 

6. Peng, D. Υ., and Robinson, D. Β., "A New Two-Constant 
Equation of State," IEC Fundamentals, 1976, 15, 59. 

7. Lee, Β. I., and Kesler, M. G. "A Generalized Thermody
namic Correlation Based on Three-Parameter Corre
sponding States," AIChE Journal, 1975, 21, 510. 

8. Edmister, W. C., and Aguayo, G. "Computer Simulation of 
Petroleum Separation Processes,"; "Summer Computer 
Simulation Conference," Chicago, July 1977. 

9. Edmister, W. C., "Improved Integral Method for Petroleum 
Distillation Calculations," Ind Eng Chem, 1955, 47, 
1695. 

10. Taylor, D. L., and Edmister, W. C. "Solutions for Dis
tillation Processes Treating Petroleum Fractions," 
AIChE Journal, 1971, 17, 1324. 

11. Lion, A. R., and Edmister, W. C. "Make Equilibrium Cal
culations by Computer," Hydrocarbon Processing, 1975, 
August, p 119. 

12. Ploecker, U., Knapp, Η., and Prausnitz, J. "Calculation of 
High-Pressure Vapor-Liquid Equilibria from a Corre
sponding States Correlation with Emphasis on Asym
metric Mixtures," I&EC Process Design and Development, 
1978, 17, 324. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

01
9

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



352 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

13. Reid, R. C., Prausnitz, J. Μ., and Sherwood, T. K. "The 
Properties of Gases and Liquids, 3rd Ed." McGraw-Hill 
Book Company: New York, 1977. 

14. Christiansen, L. J., Michelson, M. L., and Fredenslund, A. 
"Successive Approximation Distillation Calculations 
Using the Soave-Redlich-Kwong Equation of State," 
"12th Symposium on Computer Application to Chemical 
Engineering," Montreaux, Switzerland, 1979. 

15. Taylor, D. L. and Edmister, W. C. "General Method for 
Multicomponent Distillation Calculations," Journal Chem 
Engr. Sym, Series No. 32," 1969, Inst of Chem Engr. -
London. 

16. Naphtali, L. M. and Sandholm, D. P. "Multicomponent Sep
aration Calculations by Linearization," AIChE Journal, 
1971, 17, 148. 

17. Underwood, A. J. V. Journal Inst Petrol, 1944, 30, 225. 

18. Underwood, A. J. V. Journal Inst Petrol, 1945, 31, 111. 

19. Underwood, A. J. V. Journal Inst Petrol, 1946, 32, 598, 

614. 

20. Underwood, A. J. V. Chem Eng Progr, 1946, 44, 603 

21. Fenske, M. R. "Fractionation of Straight-Run Pennsylvania 
Gasoline," Ind Eng Chem, 1932, 24, 482. 

22. Winn, F. W. "New Relative Volatility Method for Distillation 
Calculations" Pet Ref, 1958, 37, 216. 

23. Erbar, J. Η., and Maddox, R. N. "Latest Score: Reflux vs. 
Trays" Pet Ref, 1961, 40, 183. 

24. Gray, J. R. "Reflux-Trays Calculation for Multicomponent 
Distillation Systems," MS Thesis, Oklahoma State Uni
versity, May 1968. 

25. Edmister, W. C. "Absorption and Stripping Factor Functions 
for Distillation Calculations by Manual and Digital 
Computer Methods," AIChE Journal, 1957, 3, 165. 

26. Hildebrand, J. Η., and Scott, R. L. "Regular Solutions," 
Prentice Hall; Englewood Cliffs, N. J., 1962. 

RECEIVED November 5, 1979. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

01
9

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



20 
Utilization of a Computer in On-Line Control and 
Optimization of a Batch Process for Microbial 
Conversion of Ethanol to Protein 

ARTHUR E. HUMPHREY, DANE W. ZABRISKIE, 
WILLIAM B. ARMIGER, and WILLIAM M. ZIEGLER 

Department of Chemical and Biochemical Engineering, University of Pennsylvania, 
Philadelphia, PA 19104 

The f i r s t persons to point out the possibility of computer 

monitoring of indirectly measured parameters were Yamashito, 

Hisashi, and Inagaki in 1969 (2). The method was described in a 

U.S. Patent in 1975 (3). Examples of the application of computer

-aided indirectly measured parameters to the control and optimiza

tion of batch-fed Baker's Yeast fermentation were described by 

Jefferis and Humphrey in 1973 (4) and by Wang, Cooney, and Wang 

in 1977 (5). Background and detailed history of this application 

can be found in the review by Humphrey (1). The work to be dis

cussed in this report is another example of computer-aided in

directly measured ce l l biomass and growth rate and the use of this 

information in the feed back control of the carbon substrate, 

ethanol, in a process for the production of a yeast single ce l l 

protein (SCP). 

Production of SCP from Ethanol 

Most of the early work on the production of single c e l l pro

tein (SCP) was based on the conversion of petroleum-derived mate

rials to SCP. In recent years oxygenated compounds such as meth

anol, ethanol, acetate and cellulosic materials have received 

increasing attention. Key papers discussing the kinetics of aero

bic uti l ization of ethanol by microorganisms include those of 

Laskin (6), Mor and Fiechter, (7,8), Prokop, Votruba, Sobotka, and 

Panos (9), and Ristroph, Watteeuw, Armiger, and Humphrey (10). It 

was the observation in the Laskin report which specifically led us 

to undertake this work. Laskin (6) stated that "laboratory exper

iments have indicated that an SCP fermentation ut i l iz ing A. calco-

aceticus should be operated under ethanol-limiting conditions at 

high growth rates to maximize the protein content of the product 

and the amount (yield) of protein and/or biomass produced from 

ethanol." The problem is two-fold. F i rs t ly , the substrate yield 

coefficient is strongly dependent on the growth rate. This is so 

0-8412-0549-3/80/47-124-355$05.00/0 
© 1980 American Chemical Society 
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356 C O M P U T E R APPLICATIONS T O C H E M I C A L ENGINEERING 

because the maintenance coefficient for ethanol ut i l iz ing micro

organisms has been observed to be quite high, i . e . greater than 

0.1 g ethanol/g c e l l biomass/hr. Unless the organism is grown at 

reasonably high growth rates, i . e . greater than 0.30 h r " l , an 

appreciable fraction of energy substrate will be diverted to main

tenance. For example 17% of the ethanol can be used for mainten

ance at a growth rate of 0.25 hr " 1 and 33% at a growth rate of 

0.1 hr"-*-. Secondly, both acetaldehyde and acetic acid, intermedi

ates in alcohol metabolism, are inhibitory to growth. In aerobic 

ethanol fermentation both compounds can accumulate in the broth 

when ethanol is in excess. Prokop, Votruba, Sobotka, and Panos 

(9) report that the growth rate of Candida u t i l i s A-49 is half 

inhibited at acetaldehyde concentrations of 0.12 g/ l i ter and 

acetate concentrations of 0.0175 g / l i te r . Laskin (6) suggested 

that inhibitory levels for Acinetobacter calcoaceticus are less 

than 0.1 g/li ter for acetaldehyde and 1.0 g / l i ter for acetate. 

However, Laskin1s data indicated the microorganisms stopped grow

ing when the acetaldehyde concentration was 0.03 g / l i ter . In 

general, however, it is acetate not acetaldehyde that is the 

problem. Ristroph, Watteeuw, Armiger, and Humphrey (10) in their 

work using NADH-NADPH fluorometric monitoring on the control of 

batch-fed yeast grown on ethanol found that whenever the ethanol 

concentration exceeded 4 g / l i te r , acetate started accumulating 

and only decreased during periods of ethanol starvation. The 

data of Prokop, Votruba, Sobotka, and Panos (9) suggests that the 

saturation constant (point at which the ethanol concentration 

limits the growth rate to 50% of the maximum) is 0.35 g / l i t e r . 

This means that at 1 g / l i ter ethanol concentration the growth 

rate should be 74% of the maximum and at 2 g / l i ter it will be 85% 

of the maximum rate i f no inhibition occurs. Obviously it is a 

thin balance point between striving for maximum growth rate while 

preventing acetate accumulation which adversely affects the growth 

rate. 

It appears, therefore, that the concept to follow in a fed-

batch ethanol SCP fermentation is to determine the substrate de

mand by indirectly estimating the c e l l density and growth rate and 

then to add the substrate in such a way that it satisfies the de

mand but never exceeds a concentration of 2 g / l i te r . This strat

egy should prevent acetate from accumulating towards the end of 

the batch run affecting the growth rate and ultimately the SCP 

yield . Normally, one would do this by continuous culture rather 

than by a fed-batch process. However, there are various process 

reasons for preferring fed-batch to continuous operation. These 

reasons may include a desire to finish off the ce l l culture by 

letting the cells age without substrate but under f u l l aeration. 

This is used in Baker's Yeast production to enhance the stability 

of the cells as well as make them better suited to further pro

cessing. 

This is the background to the control strategy of this work. 

A fed-batch process for the conversion of ethanol to a yeast SCP 
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20. HUMPHREY E T A L . Microbial Conversion 357 

was to be computer controlled by indirectly monitoring the c e l l 
density and growth rate and then using these indirect measurements 
to determine the amount of ethanol to add to the fermentation. 
The ethanol was to be added at a rate as high as possible but not 
sufficiently high so that acetate would accumulate allowing it 
rather than alcohol to ultimately limit growth. 

Indirect Measurement of Cell Biomass and Growth Rate 

The possibility of indirectly measuring c e l l biomass and 
growth rate by computer-aided on-line substrate balancing was 
f i r s t mentioned in a publication by Humphrey (11). The method is 
discussed in detail in a review by Humphrey (1). The technique 
operates by noting that the difference in amount of a particular 
component in and out of the vessel is equal to that used by the 
organism for growth and maintenance i f no appreciable secondary 
metabolites are formed. Mathematically this can be stated as 

x / i 

where 
Qi = specific consumption rate of component i , g±/g cell-hr 
m̂  = specific maintenance requirement for component i , g±/ 

g cell-hr 
X = biomass concentration, g c e l l / l i t e r 
t = time, hr 
Y

x / i = maximum growth yield, g cell /g^ used for growth 

The Q X̂ is the measured value of the substrate ut i l izat ion. 
In the case of oxygen this is simply the difference between the 
oxygen in and out in the gas streams. The accumulation of oxygen 
in the broth can be neglected because of i ts very low solubili ty . 
The constants m and Y x / i are obtained from yields vs. growth rate 
data. Equation (1) can be rearranged to give the growth rate, 

| ~ = Υ (Q.X - m.X) (2) 
dt χ / ι χ ι ι 

By in i t ia l iz ing the c e l l concentration, X(0), either from an 
estimation at some point of the oxygen uptake or carbon dioxide 
evolution rate or by knowing the inoculum size and then inte
grating the estimated growth rate over time, both c e l l biomass and 
growth rate can be estimated on-line ut i l iz ing a computer. The 
substrate (ethanol) demand, AS is then estimated by a similar 
equation, i . e . 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
0

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



358 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

V A S = V 
μΧ + m Χ 
x/s 

A t (3) 

where 

S = substrate concentration, g / l i ter 

V = fermenter volume, l i t e r 

μ = specific growth rate = (1/X)(dx/dt), h r " 1 

Y x / s = maximum growth yield of cells on substrate, g/g 

ms = specific maintenance requirement for substrate, g/g/hr 

Materials and Methods 

Organism. Candida u t i l i s strain ATCC 26387 was used in this 

work. The organism was stored on agar slants containing the 

medium in Table I and 1% dextrose. The culture was i n i t i a l l y 

propagated in 50 ml of media in 250 ml shake flasks on a gyrator 

shaker at 28°C and 100 rev/min. Four hundred ml of shake flask 

culture were used to inoculate 7 l i ters of medium in a 14 l i t e r 

New Brunswick fermenter. Four l i ters of this culture were asep-

t i ca l ly transferred after 7.5 hours to 40 l i ters of medium in a 

70 l i t e r computer (PDP-11/34 with 3 discs and 96K words of core) -

controlled fermentation system. This system has been described in 

detail elsewhere (12). The details are shown in Figure 1. 

Media Composition. A l l experiments were run with ethanol as 

the main carbon source. Table I gives a l i s t of components ex

cluding ethanol: 

Table I 

Media Components in 40 Liters 

(NH4)2S04 200 g 

KH2P04 300 g 

K2H P04 25 g 

MgS04-7 H20 100 g 

Yeast Extract 40 g 

Sigma Salts (half 1 l i t e r 

strength) 

Antifoam 10 ml 

Fermentation Conditions. The control experiments were a l l 

carried out in the 70 l i t e r computer-coupled fermentation system. 

Data were logged and feed-back control commands issued every 2 or 

5 minutes. The dissolved oxygen was maintained above 45% satura

tion by a combined agitation and aeration control. The pH was 

controlled above 4.3 using NH40H. The temperature was maintained 

i n i t i a l l y at 28 .0°C. However, in the latter stages of the run 

cooling water and refrigeration systems could not keep up with the 

heat evolution rate from the fermentation. This caused the tem-
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perature to increase to 32°C and higher. It was then no longer 
possible to maintain the growth rate within the desired range of 
80-95% of the maximum. 

Ethanol Feed. The ethanol was fed by a dual system. The 
f i r s t was a two flask feed system, used to maintain an ethanol 
base line feed rate. Each flask contained 4000 ml of ethanol 
solution. Flask one contained 125 ml of 190 proof ethanol (93.7 
g) in 3875 ml of H2O. Flask two contained 3500 ml of 190 proof 
ethanol (2623 g) plus 500 ml of water. When the system is feeding 
solution from flask one to the fermenter at a constant rate, 
r l i ter /hr , a linear increase in alcohol concentration in the 
feed will occur. See Figure 2 for details. This will result in 
a ce l l mass increase in the fermenter that is second order in 
time. This base line feed rate will always be less than the 
desired growth rate as long as the correct feed rate is selected. 

The second or control system was comprised of a constant 
volume feeder. See Figure 3 for details. This system will add 
20 ml of 171 proof alcohol (13 g shots) on demand from the com
puter. This could be every 2 or 5 minutes depending upon the 
frequency at which the computer was set to monitor the system and 
update the control. When the c e l l concentration approached 20 g/ 
l i t e r , the system was demanding nearly 400 g of ethanol/hour. 
This is equivalent to a c e l l productivity of 5 g/ l i ter-hr . When 
the shots were being added every five minutes, some triple shot 
doses were required to meet the demand. This meant that 39 g of 
ethanol were being added essentially instantaneously. This could 
result in a brief period where the ethanol concentration reached 
1 g / l i ter . Since this bordered on being undesirable, 2 minute 
control intervals were selected in the latter runs. This meant 
that there would never be more than a double shot, i . e . 26 g 
alcohol/40 l i ters added to the vessel. These conditions were 
expected to avoid acetate accumulation. This was borne out in the 
hourly gas-chromatograph analysis of the broth. At the end of the 
run the acetate was found to be less than 0.1 g / l i te r . 

Control Program. This system is part of a fermentation data 
acquisition and control software package entitled DATAN developed 
by Zabriskie and described in his Ph.D. thesis (13). The particu
lar control scheme described here and detailed in Table II was 
developed by Ziegler (14). It consists of 129 instructions. The 
f i r s t 9 instructions read in the variables for the control integ
ration. Instructions 10-16 set up the permanent disc f i l e and 
i n i t i a l i z e the variables for integration. Next the necessary 
parameters are read from the disc f i l e . Then instructions 37 to 
49 determine the proper density of ethanol being used, i . e . 
whether it is 190 or 200 proof. Next the program ini t ia l izes the 
variables for the integration of the cumulative base line ethanol 
feed and then calculates the amount of ethanol feed since the 
last time interval. Instructions 69 and 70 ca l l for actual 
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FERMENTER 

Figure 2. Constant-volume-feed system control 

ν* 
c2 

ETHANOL FEED CONCENTRATION 

C., = f(t)? 
TO FERMENTER 

FERMENTER CELL CONCENTRATION 

(XoVo)+Y,r(Cot+7re7rt ) 
V 0 + r t 

Figure 3. Mathematical representation of two-flask-feed system 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
0

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



362 C O M P U T E R APPLICATIONS T O C H E M I C A L ENGINEERING 

TABLE II 

0001 SUBROUTINE CONTRL < ETHRS F1FL AG7 91FL AG8 » LINFED FCUMSUBf MU » MUACΤL9 
2NUM79NUH8FCUM79CUM8F CUMFED96R02 F X02 FIREC 9 FILOUT FNSIZEFVOLFER) 

0002 REAL48 DELT 9LINFEDF LINFDL9NB tNBO 9NBL F ETFDNBDT 9VBT» CB rDLINFD 
0003 R E A L M MAINFMUFMUOFMUACTL 
0004 DIMENSION I(10)FP<38)FD(S7)FINT<14)FZERO(20)FIMS6(13) 
0005 INTEGER*2 SWITCH 
0006 DATA DNAME/6RDKHAND/ 
0007 IFLAG7«0 
0008 IFLAG8«0 
0009 I F (IREC.EQ.D GO TO 50 
0010 CALL ASSIGN (IF'CONTROL·000' F 0 F 'RDO'F 0 F1) 
0012 DEFINE F I L E 1(2F128FUFIVAR) 
0013 READ ( I ' D ETHRSLFLINDFLFNBLFCUMSBL 
0014 CALL CLOSE (1) 
0015 GO TO 60 
0016 50 CONTINUE 
0017 DO 40» I J = l r 2 0 
0018 ZERO(IJ)=0.0 
0019 40 CONTINUE 
0020 CALL ASSIGN ( I F 7 CONTROL » 000' F 0 F 'NEW' F 0 F D 
0021 DEFINE F I L E 1(2F128FUFIVAR) 
0022 WRITE ( I ' D ZERO 
0023 CALL CLOSE (1) 
0024 CUMSBL=0.0 
0025 ETHRSL»0*0 
0026 LINFDL-0.0 
0027 60 CONTINUE 
0028 CALL ASSIGN (1F'PARAMS.OOO'FOF'OLD'FOF1) 
0029 CALL FDBSET (IF'OLD') 
0030 DEFINE F I L E 1(2F256FUFIVAR) 
0031 READ ( I ' D (I(N)FN S1F10)FNUM7FNUM8FSWITCH 
0032 READ (1'2) FILNAMF(P(N)FN=1F38)FSIZE7FSIZE8FETH7FETH8FV0L7FV0L8F 

1VOLTOT F VOLETA F VOLETB F FLOWRT F GROMAX FYXSFMAIN»C0DE9 
0033 CALL CLOSE(1) 
0034 V0L0«P(3> 
0035 XIN0«P(33) 
0036 IPR00F*I(10) 
0037 RH0190«0*7493 
0038 RH0200=0»7893 
0039 I F (IPR00F.EQ.200) GO TO 100 
0040 I F (IPR00F»EQ»190) GO TO 110 
0043 TYPE 120 
0044 120 FORMAT (' THIS SYSTEM IS ONLY CAPABLE OF OPERATING WITH'F 

1/F' 190 OR 200 PROOF ETHANOL.') 
0045 RETURN 
0046 100 RH0=RH0200 
0047 GO TO 111 
0048 110 RHO-RH0190 
0049 111 CONTINUE 
0050 CONCA*RHO*VOLETA/VOLTOT 
0051 NB=NBL 
0052 DELT=0.001*(ETHRS-ETHRSL) 
0053 LINFED=LINFDL 
0054 NBO»RHO*VOLETB 
0055 I F (IREC.EG.D NB-NBO 
0056 VBO=VOLTOT 
0058 ET=ETHRSL 
0059 Q=FLOWRT 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
0

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



20. HUMPHREY E T A L . Microbial Conversion 363 

TABLE II Continued 

0060 DO 2000 J= l f l 0 0 0 
0061 ET=ET+DELT 
0062 DNBDT* < Q*C0NCA/2•0)-(Q*NB)/< VB0-Q*ET/2•0) 
0063 NB=NB+DNBDT*DELT 
0064 VBT»VB0-Q*ET/2*0 
0065 CB=NB/VBT 
0066 DLINFD=CB*Q*DELT 
0067 LINFED«LINFED+DLINFD 
0068 2000 CONTINUE 
0069 MUACTL-GR02/X02 
0070 X=X02 
0071 MU0*0»9*GR0MAX 
0072 MU=MU0 
0073 I F <ABS<MU-MUACTL),LE*0«1*GR0MAX> GO TO 800 
0075 MU=MUACTL 
0076 I F (MU»LT«0.80*GR0MAX> MU=0*8*GR0MAX 
0078 I F (MU.GT•GROMAX) MU-GROMAX 
0080 800 CONTINUE 
0081 I F (IREC*LE»SWITCH) MU-MUO 
0083 I F (IREC » LE•SWITCH) X*XINO*EXP<MU*ETHRS> 
0085 MU=1.01*MU 
0086 DELSUB*VOLFER*(MU*X/YXS+MAIN*X)* < ETHRS-ETHRSL) 
0087 CUMSUB=CUMSBL+DELSUB 
0088 GO TO 900 
0089 900 CONTINUE 
0090 WTSH7*SIZE7*RH0*ETH7/V0L7 
0091 WTSH8»SIZE8*RH0*ETH8/V0L8 
0092 950 CONTINUE 
0093 ETHXS*WTSH7*NUM7+WTSH8*NUM8+LINFED-CUMSUB 
0094 IF(ETHXS»GT»0»0) GO TO 500 
0096 IF<0.66*WTSH8+ETHXS»LT.0.0> GO TO 300 
0098 GO TO 500 
0099 300 CONTINUE 
0100 IMSG(1)=2 
0101 IMSG<2)=1920 
0102 CALL SEND (DNAHE F IMSG FIDSW) 
0103 TYPE 1008 
0104 1008 FORMAT (' TANK 8 ADDITION IN PROGRESS ') 
0105 CALL WAIT <13900F1FIXX> 
0106 IMSG<2>~28672 
0107 CALL SEND (DNAMEF1MSG F IDSW > 
0108 NUM8=NUH8+1 
0109 IFLAG8=1 
0110 GO TO 950 
0111 500 CONTINUE 
0112 CALL ASSIGN < 1 F 'PARAMS•000' F 0 F 'OLD' F 0 F 1 ) 
0113 CALL FDBSET <If'OLD') 
0114 DEFINE F I L E 1<2F256FUFIVAR) 
0115 WRITE ( I ' D <I<N> fN=l» 10)FNUM7FNUM8 
0116 WRITE <1'2) FILNAMF<P<N)FN»1F38)FSIZE7FSIZE8FETH7FETH8FV0L7FV0L8F 

1VOLTOT fVOLETA FVOLETB FFLOWRT FGROMAX FYXS tMAIN tC0DE9 
0117 CALL CLOSE <1> 
0118 CALL ASSIGN < 1 F 'CONTROL•000' F 0 F 'OLD' F 0 F 1 ) 
0119 CALL FDBSET (IF'OLD') 
0120 DEFINE F I L E 1<2F128FUFIVAR) 
0121 WRITE <1'1) ETHRS tLINFEDFNB tCUMSUB 
0122 CALL CLOSE ( l ) 
0123 GO TO 600 
0124 600 CONTINUE 
0125 CUM7=WTSH7*FL0AT < NUM7) 
0126 CUrt8=UTSH8*FL0AT(NUM8) 
0127 CUMFED»CUM7+CUM8+LINFED 
0128 RETURN 
0129 END 
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growth r a t e and c e l l mass determined by the oxygen balance sub
r o u t i n e CM02 in the DATAN. When the growth r a t e is w i t h i n ±5$ o f 
90% o f the maximum growth r a t e , then the c o n t r o l scheme proceeds 
w i t h this growth r a t e in e s t i m a t i n g the r e q u i r e d s u b s t r a t e f e e d . 
I f the growth r a t e d e v i a t e s from this range, then the a c t u a l 
growth r a t e is used u n l e s s it f a l l s o u t s i d e the range o f 80 t o 
100% o f the maximum growth r a t e . An e x c e p t i o n is the f i r s t f o u r 
hours o f the run where the oxygen ba l a n c e d a t a is not s u f f i c i e n t l y 
a c c u r a t e f o r c o n t r o l . During this p e r i o d it is assumed t h a t the 
growth r a t e is 90% o f the maximum. A f t e r the f i r s t f o u r hours the 
growth r a t e is s e t at 1% g r e a t e r than the a c t u a l growth r a t e i f it 
is l e s s than the d e s i r e d 90% o f the maximum growth r a t e . T h i s 
i n c r e a s e o f the growth r a t e by 1% is designed t o pr e v e n t the 
p o s i t i v e feedback c o n t r o l from d r i v i n g the system t o the lower 
growth, i . e . 80% o f the maximum growth r a t e . 

Once the d e s i r e d amount o f s u b s t r a t e t o be added is e s t i 
mated, s t e p 86, the system then determines the number o f shots t o 
be added. I f the shortage o f e t h a n o l in the fermenter is g r e a t e r 
than 2/3 o f a shot, it is added; i f not then the shot is not 
added, steps 100-111. Any excess added is c a l c u l a t e d and the 
program c o n t i n u e s by u p d a t i n g the permanent d i s c f i l e s w i t h the 
newly c a l c u l a t e d v a l u e s o f the a p p r o p r i a t e v a r i a b l e s . When this 
is done, the program r e t u r n s at the next time i n t e r v a l s , e i t h e r 
in 2 o r 5 minutes, t o the b e g i n n i n g o f the c o n t r o l s u b r o u t i n e . 

R e s u l t s 

In the course o f this work, 10 f e d ba t c h runs were made under 
computer c o n t r o l . F i g u r e 4 p r e s e n t s 10 minute i n t e r v a l d a t a f o r 
a t y p i c a l r un in which the maximum growth r a t e was s e t at 0.3 h r " 1 . 
In the b e g i n n i n g , the growth r a t e exceeded 0.3 h r " 1 , however, 
a f t e r the i n i t i a l 5 o r 6 hours the system mostly s t a y e d at 80% 
( i . e . 0.24 h r - 1 ) o f the s e t maximum growth r a t e . I t appears t h a t 
the a c t u a l maximum is g r e a t e r than 0.3 h r " 1 . In f a c t it may be 
c l o s e r t o 0.4 hr"" 1. I t appears t h a t the c e l l y i e l d must be near 
the 0.7 g c e l l / g e t h a n o l assumed in the l a t t e r r u n s . Prokop, 
Votruba, Sobotka, and Panos (9) found t h a t t h e i r s p e c i e s o f 
Candida u t i l i s had a Y x / C = 0.5 t o 0.6 g biomass/g e t h a n o l depend
i n g upon the f e e d i n g c o n d i t i o n s . Mor and F i e c h t e r (1) found t h a t 
w i t h Saccharomyces c e r e v i s i a e grown on e t h a n o l the Y x / C = 0.4 t o 
0.5 g c e l l s / g e t h a n o l . L a s k i n (6) r e p o r t e d a Y x / C = 0.7 g c e l l / 
g e t h a n o l f o r A c i n e t o b a e t i c c a l c o a c e t i c u m . These d a t a tend t o 
agree w i t h the Y x / C = 0.7 found in these experiments. F o r the 
run in F i g u r e 4, 2452 g o f e t h a n o l gave 1692 g o f c e l l s . The 20 
hour i n t e g r a t e d maintenance requirement o f the c e l l s in this r u n , 
assuming m = 0.02 g/g-hr, is e q u i v a l e n t t o approximately 134 g o f 
e t h a n o l . T h i s means t h a t the maximum growth y i e l d is 1692/ 
(2452 - 134) = 0.73 g/g which is c o n s i s t e n t w i t h the l i t e r a t u r e . 

In c o n c l u s i o n we b e l i e v e t h a t our c o n t r o l system o u t l i n e d 
and t e s t e d here will prove u s e f u l in o p t i m i z i n g f e d - b a t c h fermen-
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Figure 4. Typical results of controlled batch-fed fermentation 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
0

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 
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tation to produce yeast SCP on ethanol. It needs to be further 
refined, i . e . more accurate yield and maximum growth rate para
meters determined, before it is f inally optimal. 
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21 
Modeling and Control of the Activated Sludge Process 

GUSTAFF OLSSON 

Department of Automatic Control, Lund Institute of Technology, Lund, Sweden 

During recent years there has been an increasing demand for 

better operation of wastewater treatment plants in order to gua

rantee satisfactory effluent quality at minimal cost. The renewed 

interest in instrumentation and control comes after a period of 

huge investments in sewer networks and treatment plants. Several 

factors have contributed to the potential for better operation 

and control, such as cheap computing power, improving sensors and 

better knowledge of process dynamics and control. 

The activated sludge process is recognized as the most common 

and major unit process for the reduction of municipal and indust

rial waste. Although its dynamics is complex the potential for 

control is far from exhausted. Already with commercially available 

instrumentation today its operation can be significantly improved. 

In the process heterotrophic microorganisms react with orga

nic pollutants in the wastewater and with oxygen dissolved in the 

water to produce more cell mass, carbon dioxide and water. Nitri

fying organisms oxidize ammonia-nitrogen in the water to form ni

trite, nitrate and more cell mass. The reactor effluent flows to 

a sedimentation basin, where the solids are separated from the 

liquid. A portion of the concentrated sludge is recycled in order 

to maintain enough mass of viable organisms in the system and a 

reasonable food-to-mass ratio. 

Some typical disturbance patterns and control diff icult ies 

are summarized here. A detailed discussion is made in (1 ) · Hydrau

l i c disturbances are significant in amplitude. Diurnal variations 

as well as shock loads from rain storms or melting snow may cause 

major upsets. Significant disturbances also appear from internal 

sources like primary pumps, back-washing of deep bed f i l ters or 

return sludge flow rate changes. The amplitudes are such, that 

quasi-stationary of linear control methods are seldom adequate. 

Concentration and composition changes of the influent waste

water create tremendous control problems. The number of components 

in the sewage water is so large and the concentrations generally 

so low, that the measurement problems seem prohibitive. Microbial 

composition and concentrations in the reactor can be significantly 

0-8412-0549-3/80/47-124-367$05.00/0 
© 1980 American Chemical Society 
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368 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

changed, sometimes very fast, sometimes gradually. As a result 
the pollutant elimination will be affected and the process may 
turn into undesirable operational conditions. These properties of 
the process imply, that disturbance detection and parameter and 
state estimation are the major control problems. 

The process dynamics is complex. Typical response times vary 
from a few seconds up to weeks and months. Nonlinear phenomena are 
common due to large disturbance amplitudes. Measurement and trans
port time delays cannot be neglected. Sensor location is important 
due to spatial d istributions. As l i v i n g organisms are part of the 
system, not only parameters but the structure of the system dyna
mics can be changed during the operation. 

Dissolved oxygen (DO) concentration is a key variable in the 
operation. It affects the economy and is also closely related to 
the b i o l o g i c a l a c t i v i t y of the organisms in the sludge. The main 
emphasis in this paper is to show how the DO concentration d i s t r i 
bution in a non-homogeneous aerator can be used for the estimation 
of the a c t i v i t y of both heterotrophic and n i t r i f y i n g organisms. 

The paper is organized as follows. A b r i e f review of the ac
tivated sludge dynamics and DO control is made. Then the proper
t i e s of DO p r o f i l e s in organic removal are discussed. In the last 
section it is shown, that the DO p r o f i l e concept can be favourab
ly used in reactors with combined organic and nitrogen removal, 
and the implications for control are discussed. 

Activated sludge dynamics 

Large ef f o r t s have been spent to develop highly structured 
models of activated sludge dynamics. The results in this paper 
are based on models derived elsewhere (1-4). The models consider 
the flow regime in the aerator, oxygen dynamics, c e l l growth and 
basal metabolism. It also includes degradation of pollutants -
both organic carbon and nitrogen - as well as the s o l u b i l i z a t i o n 
of particulate degradable organic carbon. 

Organic waste removal. It is assumed that the organic waste 
is degraded into the following steps: 
(i) substrate penetration of the c e l l membrane 
( i i ) metabolism of the mass stored in the floe phase, the "growth" 

phase 
( i i i ) decay of the organisms to inert mass 

Typical response times are of the order 15-30 minutes ( i ) , 
days ( i i ) , and several days ( i i i ) . The net microorganism growth 
rate is a key design parameter and i t s reciprocal is termed slud
ge age or mean c e l l residence time. An adequate control has to 
take into consideration, that the growth rate is time-varying (5). 

N i t r i f i c a t i o n . In b i o l o g i c a l n i t r i f i c a t i o n ammonium n i t r o 
gen is oxidized into n i t r i t e by means of Nitrosomonas species, 
and n i t r i t e is oxidized to nitrate by the Nitrobacter species. 
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21. OLSSON Activated Sludge Process 369 

The f i r s t reaction is slower than the second one, so the result
ing effluent nitr i te concentration will be small. Nitrate is the 
final oxidation state i f no denitrification takes place in the 
aerator. In the oxidation of ammonium nitrogen alcalinity is lost. 
About half of it could be restored i f the system is designed for 
denitrification as well. 

The growth rates of Nitrosomonas and Nitrobacter species are 
assumed to follow the so called Monod kinetics with respect to 
ammonia and nitri te concentrations respectively as well to oxygen. 
The growth rates are much more sensitive to pH, toxic and tempera
ture changes than the heterotrophic organisms. Moreover, the 
growth rates are significantly smaller than for heterotrophic or
ganisms. Therefore a fully nitrifying plant requires much longer 
mean cel l residence times than plants designed for only carbona
ceous removal. 

Dissolved oxygen. The structure of the DO material balance 
in a reactor can be divided into three parts, the hydraulic trans
port of DO, the production related to the air supply and the con
sumption (uptake rate) due to organism growth and decay. The hy
draulic transport of DO is negligible in comparison with the oxy
gen transfer (production). 

The oxygen uptake rate terms are considered in more detail . 
Here they are represented by four terms, oxygen uptake rate 
due to heterotrophic growth (r^), oxygen consumption rate by orga
nism decay (r2), oxygen uptake rate due to Nitrosomonas (r^) and 
Nitrobacter (r^) respectively. The specific carbonaceous oxygen 
uptake rate (SCOUR) is defined by (6) 

SCOUR = (ri + r 2 ) / c e l l mass 

and the specific nitrogeneous oxygen uptake rate (SNOUR) in analo

gous way by 

SNOUR = (r 3 + r ^ / c e l l mass 

In a ful ly nitr ifying reactor SNOUR is of the same order of magni
tude as SCOUR. Consequently, f u l l ni tr i f icat ion will almost doub
le the air demand. 

The DO dynamics include phenomena in widely different time 
scales, from fractions of hours to weeks. This means, that a con
trol system designed for the control of DO as a physical variable 
has to gradually change its parameters. 

Process identification and parameter estimation has been ap
plied in water quality and wastewater treatment systems (J_"9) . 

The overall oxygen transfer coefficient can be determined on-line. 
The hydraulic dispersion has been identified by manipulation of 
the influent flow rate or the return sludge flow rate (9). 

Reactor model. The structured model of the activated sludge 
process includes the following concentration variables: soluble 
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370 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

organic substrate, stored mass, ammonia nitrogen, n i t r i t e and n i 
trate nitrogen. Organisms are represented by viable Heterotrophs, 
Nitrosomonas and Nitrobacter. Inert (non-viable) n i t r i f y i n g bacte
r i a are lumped together with the non-viable heterotrophic orga
nisms. Dissolved oxygen is included, but a l c a l i n i t y , pH and gas 
changes are neglected, as non-covered aerators are used. 

The concentration dynamics is described by (5), 
8c _ 9 2c 9c _,_ £ F ν G f \ 
3t 7~2 " V* 9z" f l ( c ) - f 2 ( c ) 

dZ 
where c = c(z,t) = a space and time variable concentration 

Ε = dispersion c o e f f i c i e n t 
ν = stream velocity 
fl= production rate 
f£= consumption rate 

Dissolved oxygen control 

DO dynamics and control is of v i t a l importance for the ope
ration of an activated sludge system. The r e l a t i o n between DO and 
b i o l o g i c a l a c t i v i t y will be summarized here. 

The choice of an adequate DO concentration. The desired DO 
concentration is a compromize between economy demands and hydrau
l i c and b i o l o g i c a l demands. Moreover, in a non-homogeneous reac
tor a proper spa t i a l d i s t r i b u t i o n has to be determined. 

Aerobic organism growth demands a certain amount of DO con
centration. In the aerator the growth of s p e c i f i c types of orga
nisms should be favoured. At low DO concentrations heterotrophic 
organisms may be inhibited while filamentous organisms are favour
ed, resulting in bulking sludge. The DO demand of n i t r i f y i n g or
ganisms is higher than that of heterotrophic organisms. Conse
quently in a n i t r i f y i n g reactor bulking sludge seldom appears. 

To find the proper degree of mixing is complex. It is related 
to both DO concentration, floe size, floe formation as well as 
hydraulic dispersion and bulking sludge formation. Experiments 
seem to indicate that the sludge volume index (SVI) will increase 
sharply for an increasing a i r supply. The reason for this is un
clear (10). Either it is due to the addition of oxygen as such or 
by the increasing mixing. The a i r supply thus has to be optimized 
between the growth l i m i t a t i o n and the SVI increase. 

Nitrates can be used as complements or alternatives to oxy
gen, both for energy saving and for the treatment of i n d u s t r i a l 
wastes. This is the background for the Kraus modification of the 
activated sludge process. Similarly an anoxic zone in the i n l e t 
area of the aerator can be applied (11). 

DO control. Most of available commercial DO control systems 
today are based on an analog PI controller and one DO probe. Quite 
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often they give unsatisfactory result due to d i f f i c u l t process 
and measurement noise, time delays in the plant and i n s u f f i c i e n t 
measurement information. Unsuitable actuators are common, but ac
tuator limitations can be overcome easier with d i g i t a l control. 

A t y p i c a l result from direct d i g i t a l control of the Kâppala 
plant outside Stockholm is shown in f i g 1. The DO concentration 
target is 3 mg/1. The controlled concentration (curve B) has an 
average value of 3.0 mg/1 with a standard deviation of 0.28 mg/1. 
Encouraging and remarkable results of DO control have been achiev
ed recently (12), where two aeration basins were compared in pa
r a l l e l , one manually and the other automatically controlled. With 
automatic control energy was saved and significant improvements 
of the water quality were obtained. Further p r a c t i c a l DO control 
experiences are reported in (13 - 15). 

The biodegradable load to the reactor can be indicated by the 
a i r flow rate i f a DO control system is active. In f i g 2 dry mass 
of COD from municipal sewage is compared to such an a i r flow s i g 
nal in Kâppala. 

Dissolved oxygen concentration p r o f i l e s with organic removal 

The spatial variation of concentrations in a non-homogeneous 
reactor will increase the control complexity. However, the con
centration p r o f i l e s provide extra information. The immediate prob
lem of locating the DO probes suitably must be considered, which 
was remarked already in 1964 ( 16) : "there is no one position in 
the tank which is representative of the whole tank a l l the time. 
This means that a one-point control system applied to a piston-
flow plant is l i k e l y to be, at best, a compromise...". 

DO p r o f i l e characterization. In an aerator with a uniform 
a i r supply d i s t r i b u t i o n the DO concentration has a t y p i c a l p r o f i 
l e , f i g 3. The oxygen content is close to zero at the i n l e t but 
is often in excess close to the outlet. As the influent wastewater 
is mixed with recycled sludge the soluble substrate is captured 
quickly by the f l o e . Within 30 minutes it is s i g n i f i c a n t l y reduc
ed. No oxygen is needed for this process. Stored mass is consumed 
as a result of c e l l growth, and the DO uptake rate is proportional 
to the growth rate. As the stored mass concentration decreases to
wards the outlet, the growth rate will decrease. Consequently the 
DO consumption at the outlet is mainly due to c e l l decay. 

As most organism are s a t i s f i e d with 2-3 mg/1 of DO the natu
r a l question arises, how to define a suitable DO concentration 
target. Normally the a i r flow d i s t r i b u t i o n cannot be controlled 
but only the t o t a l a i r flow. An analysis of DO p r o f i l e s and syste
matic ways to define desired setpoints were made in (_5, 17). 

Five features of the DO p r o f i l e are important, f i g 3: 
(i) the position of the maximum slope, which is related to the 
organic o r hydraulic load. It is pushed towards the outlet by an 
increasing load, which can be compensated by an increasing a i r 
supply. 
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Figure 2. DO control at Kàppala with hourly data of COD concentration, dry-
mass flow of COD and air flow rate 
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( i i ) the value of the maximum slope, which is approximately pro
portional to the value of the maximum spe c i f i c growth rate. 
( i i i ) the DO concentration at the outlet, which is r e l a t i v e l y 
high i f the growth is close to completion. 
(iv) the slope of the p r o f i l e at the outlet, which is d i r e c t l y re
lated to the completion of the c e l l growth. For incomplete reac
tions the slope will be s i g n i f i c a n t l y positive. Otherwise it is 
almost horizontal, and i t s value r e f l e c t s only the endogeneous 
respiration. 
(v) the curvature of the p r o f i l e down-stream, quantified by a se
cond derivative. It should be negative, and i t s sign and value 
are related to the organic load, the growth rate and the degree 
of reaction completion. 

The slope (iv) is a much more relevant information for DO 
control than the absolute value of the DO concentration at the 
reactor end. This explains, why many plants demand high excess DO 
concentrations at tile outlet. Moreover, the a i r flow demand is 
primarily related to the DO p r o f i l e slope than to the concentra
tion value at the outlet. 

The qualitative features of the DO p r o f i l e are the same, 
even i f the dispersion co e f f i c i e n t Ε is increasing. A l l gradients 
are decreasing u n t i l they approach zero for the extreme case, a 
CSTR. 

DO p r o f i l e dynamics. The dynamical characteristics of the 
DO p r o f i l e are i l l u s t r a t e d by simulation of a plant, consisting 
of an aerator with four CSTR in series, each one having organic 
removal but no n i t r i f i c a t i o n . The return sludge concentration is 
assumed constant, which is a reasonable assumption as long as the 
return sludge flow rate is constant and the s e t t l e r sludge buffer 
is positive. 

Both the influent flow rate and the biochemical oxygen de
mand (BOD) have been varied 25 % around their average values in 
24 hour periods. As they are assumed to be in phase with each 
other, the resulting organic load varies a factor of three during 
the period. 

Without any DO control the DO concentrations decrease for an 
increasing load and vice versa, f i g s 4 and 5. F i g 5 shows, how 
the DO p r o f i l e is pushed towards the outlet as a result of in
creasing load. To parametrize the p r o f i l e , we define two variab
les , the "slope" between the two la s t subreactors, 

d 4 3 = D0(4) - D0(3) 

and an estimate of the second spatial derivative of the p r o f i l e 
of the three la s t subreactors, 

d 4 2 = D0(4) - 2-DCX3) + D0(2) 

where DO(i) is the DO concentration in subreactor i . The value of 
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ZNFLUEHT BOO CHQ/L5 

Figure 4. Influent BOD disturbance (in phase with the flow rate disturbance) 
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CI42 should be negative, but tends to positive values for high 
loads, f i g 6, and is very sensitive to the biodegradable load. 
The slope d ^ is also correlated to the load change (figs 4 and 6). 

As SCOUR is an alternative measure of biodegradable load, it 
has been i l l u s t r a t e d in f i g 7 for the same simulation. The SCOUR 
p r o f i l e ( f i g 8) is closely related to the DO p r o f i l e ( f i g 6). The 
l a t t e r , however, is d i r e c t l y measurable, and the oxygen transfer 
co e f f i c i e n t does not have to be estimated. 

DO p r o f i l e during control. The s e n s i t i v i t y of the DO con
centration to load changes is largest in subreactor 3, so DO(3) 
has been chosen for control. With a discrete time controller supp
l i e d with a feed-forward signal from the influent flow rate the 
t o t a l a i r supply to the four subreactors was controlled to keep 
DO(3) as constant as possible, f i g 9. Even i f the regulator is 
not optimally tuned, the improvement of the aerator performance 
as seen by the DO p r o f i l e is s i g n i f i c a n t . 

The load variations are detected by the a i r flow rate ( f i g 9) 
as well as by d43 and d42, f i g 10. The slope is now less positive 
and d42 is satisfactory (negative) a l l the time. As the p r o f i l e 
parameters are more d i r e c t l y related to the oxygen uptake rates, 
they are better indicators of the biodegradable load than the a i r 
supply, p a r t i c u l a r l y when the control signal is limited. 

The DO control experiment, f i g 1, can further v e r i f y the re
sults . The a i r flow rate (D) is c l e a r l y correlated to the DO pro
f i l e slope (C). The slope is obtained by subtraction of two noisy 
signals, but the difference is large enough to give satisfactory 
accuracy. 

Dissolved oxygen p r o f i l e s with combined organic removal and 
n i t r i f i c a t i o n 

The general appearance of a DO p r o f i l e is similar as before 
when n i t r i f i c a t i o n takes place (16). The analysis of the p r o f i l e 
and i t s interpretation, however, is di f f e r e n t . The different time 
scales of the growth rates of n i t r i f y i n g and heterotrophic orga
nisms is used in the analysis in order to separate the different 
phenomena. 

Characterization of a satisfactory DO p r o f i l e . A typical 
steady-state simulation of DO p r o f i l e s in a plug flow reactor 
will i l l u s t r a t e the ideas. Ammonia-nitrogen from the influent 
flow is consumed by both n i t r i f y i n g and heterotrophic organisms, 
f i g 11. In a completed reaction the NH4-N approaches zero before 
the outlet. The Nitrosomonas oxygen demand is shown in f i g 12. 
The characteristic break of the oxygen demand is caused by the 
disappearance of NH4-N. As the n i t r i t e is oxidized to nit r a t e a 
sharp break appears in both the n i t r i t e concentration and the 
oxygen demand due to Nitrobacter growth, figs 11 and 12. 

With the long mean c e l l residence time, necessary to complete 
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2.4_l UNCONTROLLED REACTOR 

7 — 1 — Ï T Ï — 1 — a : — • — ï T i 1 a. 

Figure 6. The DO profile parameters diS and dh2 and the influent flow rate of 
uncontrolled reactor 

SCOUR CM-1J UNCONTROLLED REACTOR 

Figure 7. SCOUR of the four subreactors in the uncontrolled reactor 
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2.. 

ί ' Ï?S ' 2Î ' 37'.S TIME OO δ*. 

Figure 10. Same simuhtion as Figure 9. DO profile parameters and the influent 
flow rate 
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Figure 11. Concentration profiles of ammonium, nitrite, and nitrate in a plug 
flow reactor 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



C O M P U T E R A P P L I C A T I O N S T O C H E M I C A L E N G I N E E R I N G 

OXYGEN UPTAKE RATES CMG/L/LENGTH) 
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Figure 12. Steady-state spatial distribution of different oxygen uptake rates in a 
plug flow reactor 

Figure 13. DO profiles in a plug flow reactor with both full nitrification and with 
no nitrification 
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the n i t r i f i c a t i o n , the oxygen demand due to heterotrophic growth 
has i t s maximum early. If no n i t r i f i c a t i o n would occur, the cor
responding DO p r o f i l e would have i t s characteristic break close 
to the i n l e t , f i g 13.The amplitudes of SCOUR and SNOUR are simi
l a r in the f i r s t part of the reactor, but the SNOUR has a clear 
break, which makes it possible to separate carbonaceous and 
nitrogeneous oxygen demands. 

Disturbances of the DO p r o f i l e . The result of different ty
pes of disturbances in operational conditions or influent flow 
characteristics have been studied extensively by simulation. The 
DO p r o f i l e behaves q u a l i t a t i v e l y as for carbonaceous removal (5), 
but the resulting control action may be different with n i t r i f i c a 
tion. A load increase in terms of higher influent flow rate or a 
larger BOD or ammonia concentration will push the break of the 
p r o f i l e towards the outlet. A BOD increase will favour more hete
rotrophic growth, thus increasing SCOUR. This l i m i t s the oxygen 
available for n i t r i f i c a t i o n . An incomplete reaction is noted as 
increasing ammonium and n i t r i t e concentrations at the outlet as 
well as by an increasing DO slope at the outlet. A decrease of 
the sludge age or i n s u f f i c i e n t a i r flow rate or decrease in tempe
rature will make the n i t r i f i c a t i o n chain of reactions incomplete. 
This will be noted in the p r o f i l e in a similar way as a load 
change. 

Implications for control. If the DO concentration has a 
non-homogeneous p r o f i l e at least three DO probes are needed to 
monitor the p r o f i l e changes. They give clear indications of v a r i a 
tions in the b i o l o g i c a l a c t i v i t y . The control of the a i r flow is 
c r u c i a l , not only for the economy but for the effluent water qua
l i t y . For on-line control the DO probes are s u f f i c i e n t indicators 
of external disturbances, but the measurements can be regularly 
cross-checked with a l c a l i n i t y , n i t r i t e or ni t r a t e measurements 
of the effluent. By controlling the a l c a l i n i t y by n i t r i f i c a t i o n 
the cost for chemical dosage in post-precipitation plants can be 
s i g n i f i c a n t l y reduced. 
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22 
A Systems Approach to Optimum Pyrolysis Reactor 
Design 

Κ. H. PANG, W. R. SHU, and M. I. KOENIG 
C. F. Braun and Co., Alhambra, CA 91802 

Traditionally, olefins in the United States have been 
produced from light hydrocarbon pyrolysis. Earlier 
publications on computer simulation and control of pyrolysis 
reactors were addressed primarily to pyrolysis furnaces 
using ethane, propane and butane as feedstocks (1,2,3). 
Recent changes in world energy supply, however, had 
accelerated a shift to petroleum-based feedstocks (4), such 
as naphthas, gas oils, and even whole crudes (5), resulting 
in the need for a high degree of feedstock flexibility in 
reactor design and operation. In addition, soaring costs of 
new construction have spurred interests in the revamping and 
optimization of existing olefins plants (6-10). 

These studies can best be carried out in a generalized 
computational framework applicable over a wide range of 
feedstocks and capable of accurate predictions of furnace 
performance. 

A computer simulation program for predicting furnace 
performances was developed by Usami (11). However, the 
program could only be run in a simulation mode and also lacked 
flexibility in handling feedstocks other than gases. Goossens 
et al (9) described a commercial program which was developed to 
cover to a wide range of feedstocks. Reactor design and process 
optimization was carried out using a case-by-case approach. 

Figure 1 shows a computational framework, representing 
many years of Braun 1s research and development efforts in 
pyrolysis technology. Input to the system is a data base 
including p i l o t , commercial and l i t e r a t u r e sources. The data 
form the basis of a pyrolysis reactor model consistent with both 
theoretical and p r a c t i c a l considerations. Modern computational 
techniques are used in the i d e n t i f i c a t i o n of model parameters. 
The model is then incorporated into a computer system capable 
of handling a wide range of i n d u s t r i a l problems. Some of the 
applications are reactor design, economic and f l e x i b i l i t y 
studies and process optimization and control. 

0-8412-0549-3/80/47-124-383$05.00/0 
© 1980 American Chemical Society 
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Figure 1. Pyrolysis technology development system 
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22. P A N G E T A L . Pyrolysis Reactor Design 385 

In a previous publication (12,13) the development of 
pyrolysis models for gas and liquid feeds was discussed. In 
a more recent paper, Shu and Ross (14) described a generalized 
model for predicting the rate of thermal decomposition of 
naphthas. These models become key components of Braun's 
computational system. 

The focus of this paper is to provide a description of 
the computational system and solution techniques employed. 
Its applications in commercial design and simulation are also 
demonstrated. 

Pyrolysis Furnace 

Modern ole f i n s plants now under design and construction 
employ i n d i r e c t l y f i r e d tubular pyrolysis reactors. A 
typical furnace housing the reactor is i l l u s t r a t e d 
schematically in Figure 2. 

The furnace is divided into a convection section and a 
radiant section. The tubular reactor, generally 3 to 5 
inches in diameter and over 150 feet in length, is situated 
in the radiant section. Feed enters the convection section 
where it is preheated and mixed with d i l u t i o n steam. 

The reactant mixture then enters the tubular reactor or 
the radiant c o i l at the cross-over temperature generally 
above 1000° F. It is rapidly heated to the cracking 
temperature by radiant heat supplied by burners in the 
combustion chamber. The gas leaving the reactor enters the 
transfer l i n e exchanger where it is rapidly quenched to 
avoid decomposition of valuable products. 

The following discussion is confined to the radiant 
c o i l where pyrolysis reactions occur. 

Reactor Model 

The simulation of tubular pyrolysis reactors is well 
established (15). It is basically composed of d i f f e r e n t i a l 
equations governing energy, mass, and momentum balances. 
These equations are summarized as follows. The energy 
balance equation may be written as 

C G EH.r. + Q (1) 
p dz i 1 1 

where r^ and Hi are the rate and heat of reaction i , 
respectively, in a reaction network, and Q is the heat input 
to the reactor governed by radiant and corrective heat 
transfer p r i n c i p l e s . 

The momentum balance may be expressed as 

dj? = f G 2
 + G 2 dp_ ( 2 ) 

dz " 2gcpD ag cp2 dz 
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P Y R O L Y S I S 
COIL 

C O N V E C T I O N SECT ION 

T R A N S F E R L INE E X C H A N G E R 

COIL O U T L E T 

F U E L 

Figure 2. Schematic diagram of a typical pyrolysis furnace 
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22. P A N G E T A L . Pyrolysis Reactor Design 

where the f i r s t term on the right hand side represents the 
pressure drop due to f r i c t i o n loss while the second term 
represents the kinetic energy loss. F r i c t i o n coefficients 
for elbows, U-bends and f i t t i n g s are incorporated into the 
f r i c t i o n factor f. 

Assuming ideal gas behavior, the density variation may 
be expressed as follows. 

p dz Ρ dz Τ dz n T dz K } 

where 
dn Σ Σ άζ 

dz i j S i j dz W 

and Sij is the stoichiometric coef f i c i e n t for component j in 
reaction i . 

The reaction extent ξi is governed by the mass balance 
equation 

G a t i = r i < c r c2> · · ·» <v p · T ) ( 5 ) 

The concentration C. is related to ξ. as follows. 
J ι 

The present system is s u f f i c i e n t l y general to 
incorporate any type of reaction network, from simple 
empirical models to detailed mechanistic ones. However, in 
the following discussion, pyrolysis models reported in our 
previous publications (12,13,14,16) will be employed. 

Solution Method 

Equations 1 through 6 can be solved numerically for 
temperature, pressure and concentration p r o f i l e s along the 
length of the reactor, provided that the appropriate i n i t i a l 
or boundary conditions are given. Solution methods are now 
discussed for both the i n i t i a l and boundary value problems. 
However, emphasis will be placed on the l a t t e r since most 
in d u s t r i a l applications f a l l into this category. 

I n i t i a l Value Problem. If the conditions at the 
in l e t of the reactor are known, the problem is c l a s s i f i e d as 
an i n i t i a l value problem. One example is the simulation of 
an operating reactor (11). In this case, the temperature, 
the pressure, the feed composition at the reactor i n l e t , and 
the heat flux to each section of the reactor are known. The 
yi e l d structure and f l u i d temperature at the end of the 
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388 C O M P U T E R APPLICATIONS T O C H E M I C A L ENGINEERING 

reactor can be calculated. The maximum tubeskin temperature, 
often the bottleneck of the operation, can also be 
predicted. The solution of this type of problem involves 
only a once-through integration. 

Boundary Value Problem. If the conditions at the 
reactor outlet, such as the pressure and feed conversion are 
specified, it becomes a boundary value problem. This 
situation often arises when a reactor is to be designed for 
a specified feed conversion and for an outlet pressure 
dictated by downstream equipment. The solution of this 
problem involves a trial-and-error procedure and several 
passes of integration. 

Most i n d u s t r i a l applications are boundary value problems. 
These include (1) the determination of reactor diameter and 
length while meeting specifications in residence time and 
maximum tubeskin temperature, (2) the determination of 
maximum feed rates subjected to a constraint in the tubeskin 
temperature and (3) the estimation of model parameters, such 
as reaction rate constants from y i e l d data. Examples I and 
2 will be discussed in d e t a i l l a t e r . 

A boundary value problem can be reconstructed in the 
following manner. For any set of i n i t i a l conditions, 
Equations 1, 2 and 5, can be integrated to the outlet of the 
reactor to give the following relationships. 

g. - f. (x) - f. = 0 (7) 

where x. is a vector of η unknown i n i t i a l conditions or other 
independent variables, and f± could be the known boundary 
conditions or design specifications. 

An example is the design of a pyrolysis reactor. In 
this case, the elements of the vector χ consist of the 
diameter, the length of the reactor, the pressure at the 
i n l e t and the heat flux into the reactor. The known 
boundary conditions and design specifications are the 
pressure and the feed conversion at the outlet, the 
residence time and maximum tubeskin temperature. 

To solve the set of non-linear transcendental equations 
the Newton Raphson's i t e r a t i v e method is used. F i r s t , 
Equation 7 is linearized about an i n i t i a l point χ using the 
Taylor series expansion. 

Hence 

m 3g,(x ) 

g±(2L) - g ^ V + Σ L Z £ — A X J = 0 (8) 

i — 1,2, . . ., m 
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22. P A N G E T A L . Pyrolysis Reactor Design 

where 

Δ x = x 1 - (9) 

Equation 8 is linear and can be solved for A X J by 
standard methods such as Gaussian elimination (17). An 
improved set of independent variables χχ can then be 
calculated using Equation 9. Equation 7 is again linearized 
about the improved point x\ and the process of calculation 
repeated u n t i l convergence on χ is obtained. 

For p r a c t i c a l reasons, a l l independent variables must 
have physical l i m i t s as represented by the following equation. 

*L 1 * 1 *u (10) 
where xj, and xjj are the lower and upper bounds of the vector 
x. 

As a result, a feasible solution of Equation 7 may not 
exist. When this situation arises, one or more equations in 
the set may be replaced by an objective function 

Φ = Φ (χ) (11) 

Then the problem is transformed into one of optimizing 
a function with respect to the independent variables 
subjected to some constraints governed by their physical 
l i m i t s . Equations 8, 10 and 11 constitute a typical linear 
programming problem which can be readily solved by the 
simplex method (18). An example is the design problem where 
the residence time is minimized i f i t s s p e c i f i c a t i o n cannot 
be met. 

Program Structure 

Based on the concepts described in the previous 
section, a computer system PF60 has been developed. A 
modular approach was used for the construction of the system 
to f a c i l i t a t e maintenance and modification. The input and 
output features are simple and user oriented, as i l l u s t r a t e d 
in Figure 3. The inputs are reactor geometry, feed rate and 
composition, and i n l e t and outlet conditions, whether they 
be specified or estimated. The outputs are a description of 
the geometry, operating conditions, heat requirement, 
various p r o f i l e s along the reactor and f i n a l l y the y i e l d 
structure. The program is accessible from time-sharing 
terminals and provides s u f f i c i e n t man-machine interactive 
capability so that a simulation or design problem can be 
solved with minimum elapsed time. 

The overall structure of the program is i l l u s t r a t e d in 
Figure 4. The program starts off with the calculation of 
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PF60 REV 80 
KHP8587 
6AS MODEL 

ETHYLENE PLANT CRACKING COIL 
PAGE Ο 
3700100 

06/18/7* 

COIL GEOMETRY 

INCHES 

4.750 
4.7SO 
4.730 
4.730 

38.00 
38.90 
38.90 
38.90 

0.3730 
0.3730 
0.3730 
0.3750 

1/8 180 U-BEND 
ONE 180 U-BEND 
ONE 180 U-BEND 
ONE 180 U-BEND 

14.00 INCHES C TO C 
14.00 INCHES C TO C 
14.00 INCHES C TO C 
14.00 INCHES C TO C 

PF60 REV 80 
KHP8527 
GAS MODEL 

ETHYLENE PLANT CRACKING COIL 
PAGE 1 
3700100 

06/18/79 

HYDROCARBON FEEb,LB/HR-COIL 7500.0 
STEAM» LB/HR-COIL 8230.0 
STEAM/HC RATIO, LB/LB 0.300 
TIME ABOVE 1Î.O0F, SEC. 0.81438 
EG. TIME AT 1533 F, 5EC. 0.31162 
TOTAL HEAT ABSORB-MBTU/H 48887.68 
TOTAL HEAT LOSS. MBTU/H 7.79 
CIRCUM. HEAT FLUX FACTOR 1.4* 
TOTAL FIRED AREA. FT2 00 
TUBE ROUGHNESS FACTOR 

STREAM PHYSICAL PROPERTIES 
HYDROCARBON MOLECULAR W*" 
VISCOSITY. CP 
THERMAL CONDI"" 
SPECIFIC " 
REV*" 

COIL INLET COIL OUTLET 
38.160 
0.0863 
0.0618 
0.8366 

489898. 
0.867 
31.79 

19.815 
0.0308 
0.0995 
0.9038 

190509. 
0.676 
17.85 

TEMPERATURES F •>cAM PROPANE PRESS EXPAND RES-
SEC LENGTH STREAM SKIN FIf. DENSITY PERCENT OUT FACTOR TIME 
NO FEET BO. ./SEC LB/FT3 CONV. PSIA M/M SEC. 
0 0.0 18O0.0 1619.3 SOI / ..M 893 0.0746 0.00 48.81 1.000 0.000 
1 38.9 1330.0 1709.1 8041 363.9 331 0.0666 1.98 47.38 1.007 0.187 
8 79.6 1414.3 1756.3 80*50 . ov/,3 8361.9 369 0.0597 18.46 45.64 1.054 0.846 
3 180.4 1436.8 1768.8 8047 4830.9 4051.6 409 0.0538 88.45 43.78 1.138 0.353 
4 161.1 1451.6 1747.0 8047 80167 4736.1 4840.3 455 0.0484 43.53 41.57 1.815 0.449 
S 801.0 1467.3 1771.3 2045 1«?849 4693.9 4139.1 509 0.0438 56.88 39.16 1.896 0.S35 
A _ 2 « . 6 I*H!\.A 1?7ί3 4444.1 4006.7 57* 0.038? 60.86 36.41 1.374 0.61? 

PF60 REV 80 
rMP8587 
GAS MODEL 

ETHYLENE PLANT CRACKING COIL 
PAGE 8 
3700100 

06/18/79 

REACTOR PROFILE, MOI.ES/iOO MOLES OF FEED 
i A S Ο L I Ν Ε 

SEC. H8 CH4 C8H8 C2H4 C8H6 C3H4 C3H6 C3H8 C4H6 C4H8 C4H10 C4H10 C S S BTX OTHER OIL 
0 0.00 0.76 0.00 0.3-t 88.74 0.08 0.37 15.46 O.OO 0.05 0.00 0.00 0.00 0.00 0.00 n n' 
1 0.53 1 .18 0.00 0.95 «2.86 0.08 0.49 15.16 0.00 0.04 0.08 0.00 0.00 Λ 
2 4.17 if. 35 0.00 4.93 79.06 0.08 1.09 13.53 0.01 0.03 0.08 
3 10.43 4. ;?:v 0.01 11.85 73.41 0.<>8 1.86 11.06 0.04 0.06 
4 17.04 6.85 0.04 19.13 A ?..JO 0.O9 8.48 8.73 Ο *" 
3 23.58 0.89 0.07 86. 28 61.11 0.09 
6 30.08 10. Λ9 0.12 *A «·» 
7 36.43 18.39 0.1» 

Figure 3. Examples of inputs and outputs, Brauns pyrolysis program FP60 
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INPUT 

Y E S < A L L I 
DESCRIPTI 

FEED 
DN G IVEN? 

NO 
r 

F E E D 
C H A R A C T E R I Z A T I O N 

> 

EST IMAT ION OF INLET P R E S S U R E 

ETC 

IN IT IAL IZAT ION 

Σ 
L I N E A R I Z A T I O N 

OPT IMIZAT ION , C A L C U L A T I O N 
OF NEW EST IMATES 

C A L C U L A T I O N OF O U T L E T P R E S S U R E , 
C O N V E R S I O N ETC 

NO < A L L V A R I A B L E S 
WITHIN LIMITS? 

1 

Y E S 

OUTPUT 

Figure 4. Program structure 
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the feed characteristics, i f not given, from known 
properties. I n i t i a l estimates of the independent variables, 
x i , such as i n l e t pressure, heat flux, or radiant 
temperature are made. The reactor subroutine is called to 
i n i t i a l i z e the dependent variables, f i , such as pressure and 
conversion at the outlet. The p a r t i a l derivatives in 
Equation 8 are generated numerically by taking small steps 
in x i and c a l l i n g the reactor subroutine to determine the 
change in g i . 

Equations 8, 10 and 11 are now set up in a linear 
programming framework. The optimization subroutine is 
called to determine A X J while optimizing the objective 
function Φ . Caution is taken to keep A X J within pre-set 
l i m i t s so as not to cause numerical i n s t a b i l i t y . If a l l 
variables are within bounds at this point, a converged 
solution is obtained. Otherwise, a r e - l i n e a r i z a t i o n and 
re-optimization are made and the calculation process is 
repeated. 

Applications 

Table I shows the f l e x i b i l i t y of the computational 
system. Six types of frequently encountered problems are 
c l a s s i f i e d according to their respective boundary conditions. 
In each c l a s s i f i c a t i o n , one or more run options can be 
selected. For example, Class 1 are typical simulation 
problems where the reactor outlet pressure and feed 
conversion are specified and the i n l e t pressure and radiant 
temperature are calculated. Alternatively, the effect of 
fouling can be determined by calculating a coking factor 
from a known pressure drop. The following examples 
i l l u s t r a t e applications of the system in problems under 
Classes 1, 5 and 6 respectively. 

Furnace Simulation. The purpose of this example is to 
demonstrate the capability of the PF60 system to predict 
y i e l d structure and the tubeskin temperature in commercial 
operating furnaces. Table II summarizes the data from a 
commercial reactor processing primarily propane as 
feedstock. At the time the data were taken, the furnace had 
been on stream less than four days and hence an unfouled 
radiant c o i l condition could be assumed. The yields were 
recorded by on-line chromatographs. The tubeskin 
temperatures were measured in 15 locations by calibrated 
infrared pyrometers. 

In the simulation, feedrate, steam r a t i o , and i n l e t 
temperature were maintained constant. The pressure and feed 
conversion at the c o i l outlet were specified. The i n l e t 
pressure and firebox temperature p r o f i l e were adjusted to 
meet the two specifications. A uniform temperature p r o f i l e 
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in the firebox was assumed. Table II compares predicted and 
observed y i e l d s . Tubeskin and f l u i d temperature p r o f i l e s 
are shown in Figure 5. It can be seen that the agreement 
between the predicted and observed results was good in a l l 
comparisons. 

Furnace F l e x i b i l i t y . In this example, the f l e x i b i l i t y 
of an operating propane furnace in handling alternate 
feedstocks was examined. S p e c i f i c a l l y , the maximum loading 
of the furnace subjected to various process and physical 
constraints is to be determined. The alternate feedstocks 
are ethane, η-butane and a naphtha. The following physical 
and process l i m i t s are observed. 

1 The furnace radiant duty, due to design li m i t a t i o n , 
does not exceed the design base by more than 4%. 

2 The maximum clean tubeskin temperature is limited at 
1900° F by the metallurgy of the reactor. 

3 The crossover temperature must sa t i s f y an overall heat 
balance around the furnace system, including transfer 
l i n e heat exchangers and feed preheaters, and must not 
exceed certain l i m i t s to avoid incipient cracking. 

4 Specifications on feed conversion and outlet pressure 
must also be met. 

Results of the f l e x i b i l i t y study are shown in Table III. 
The furnace loading is limited by the crossover temperature 
and radiant duty in the case of both ethane and n-butane 
feeds. In the case of naphtha feed, the constraints were 
the radiant duty and the tubeskin temperature. The maximum 
loadings for the ethane, η-butane and naphtha feeds were 
4,450, 5,000, 4,625 l b / h r / c o i l , respectively compared to 4750 
l b / h r / c o i l for the propane feed. 

The PF60 system has been proven most useful in process 
analyses such as this one where interactions among process 
variables are complicated by the existence of many 
constraints. 

Design of Pyrolysis Reactors. A pyrolysis reactor is 
to be designed for a fixed feed rate and composition such 
that the outlet conditions must meet the specifications, 
Pout- C o u t , and Θ. Furthermore, the maximum tubeskin 
temperature must not exceed a l i m i t Tp dictated by the 
metallurgy of the reactor. Specifications, process 
information, and key calculated variables are l i s t e d in 
Table IV. 
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22. P A N G E T A L . Pyrolysis Reactor Design 

TABLE II 

OPERATING DATA AND YIELDS 

FURNACE SIMULATION 

Hydrocarbon Feed, l b / h r / c o i l 4000 
Steam Ratio, l b / l b .375 
Crossover Temperature, °F 1150 
Outlet Pressure, psia 28.5 
Feed Purity, mole % Propane 95.0 
Propane Conversion, weight % 92.0 

Yiel d s , weight % 

Observed Predicted 

Hydrogen 1.64 1.56 
Methane 25.67 24.26 
Acetylene .87 .74 
Ethylene 35.56 35.75 
Ethane 4.12 4.09 
Propylene 12.93 13.43 
Propane 7.62 7.63 
Butadiene 2.85 2.97 
C4+ 8.78 9.57 

IN 1 2 3 

RADIANT COIL SECTION 

Figure 5. Temperature-profiles furnace simuhtion 
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TABLE III 

RESULTS OF FLEXIBILITY STUDY 

PROPANE 
FEEDSTOCK (BASE) ETHANE N-BUTANE NAPHTHA 

Crossover Temp,°F 1200 1242* 1150* 1084 
Radiant Duty, 
mm Btu/hr/coil 6.00 6.24 6.05* 6.08* 
Feed Rate, 
l b / h r / c o i l 4750 4450 5000 4625 

Maximum Clean 
Tubeskin 
Temp, °F 1900 1885 1845 1900* 

*Limiting Constraints 

TABLE IV 

PYROLYSIS REACTOR DESIGN DATA 

Specif ications 

Feed conversion 
Co i l outlet pressure 
Peak tubeskin temperature 
Residence time 

Process Information 

Feed composition 
Crossover temperature 
Feed rate 
Steam/hydrocarbon rati o 

Calculated Variables 

Diameter of reactor 
Length of reactor 
Radiant temperature 
Energy requirement 
Product d i s t r i b u t i o n 
Temperature, pressure, gas velocity, and concentration 
p r o f i l e s 

Hydrocarbon p a r t i a l pressure at the outlet 
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22. P A N G E T A L . Pyrolysis Reactor Design 

The generalized Equation 7 can be rewritten as follows. 

g l = Pout <Pin> <· D ' L> " ? o u t " ° ( 1 2 ) 

h - Xout ( Pin> *· D ' L> - *out = ° ( 1 3 ) 

g 3 - θ ( P ± n , q, D, L) - θ = 0 (14) 

g4 = TP ( P i n ' q* L) - T p = 0 (15) 

where D and L are the diameter and length of the reactor, 
respectively. 

If the residence time δ cannot be met due to physical 
constraints, the shortest possible value would be chosen. 
Then Equation 14 will be replaced by the following objective 
function. 

Φ = θ ( P i n ' q ' D ' L ) ( 1 6 ) 

The problem now becomes one of minimizing the residence 
time θ subjected to the equality constraints represented by 
Equations 12, 13 and 15 and inequality constraints governed 
by the physical li m i t s of the variables Pi n» q» D, and L. 

Figure 6 shows the variations of the independent 
variables in successive iterations and their effects on the 
dependent variables. I n i t i a l estimates of the diameter, 
length, radiant temperature and i n l e t pressure have resulted 
in a reactor with residence time, outlet pressure, 
conversion, and tubeskin temperature a l l higher than specified 
values. 

In the f i r s t i t e r a t i o n , a reduction in the length and 
diameter successfully corrected most discrepancies except 
those of the outlet pressure and the residence time. To 
meet the l a t t e r s p e c i f i c a t i o n , the diameter was further 
reduced. Simultaneously, the i n l e t pressure had to be 
increased to account for the resulting increase in pressure 
drop. Furthermore, as the heat transfer area decreased with 
diameter, the radiant temperature must also increase to 
supply a constant total heat input. 

As shown in Figure 6, the system successfully selects 
the diameter and length of the reactor which meets a l l 
specifications in f i v e i t e r a t i o n s . The method is stable and 
converges rapidly despite the non-linear relationship of the 
variables. 

To show the uniqueness of the optimum design, a 
comparison was made with an alternate reactor of ide n t i c a l 
volume but shorter length and larger diameter. Results are 
shown in Table V. The alternate reactor does not meet both 
the residence time and tubeskin temperature specifications. 
As expected, because of i t s larger diameter it shows a lower 
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NUMBER OF ITERATIONS 

Figure 6. Variations of dependent and independent variables, pyrolysis reactor 
design 
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22. P A N G E T A L . Pyrolysis Reactor Design 

TABLE V 

COMPARISON OF ALTERNATE AND OPTIMUM REACTORS 

ALTERNATE OPTIMUM 

Diameter Ratio 
Length Ratio 
Pressure Drop, psia 
Inlet Pressure, psia 
Θ/Θ 

1.057 
0.895 

27.3 
50.6 
0.91 

43 

1.0 
1.0 

35.4 
58.5 
1.0 
0 

pressure drop giving r i s e to a high volumetric flow rate and 
a lower residence time. 

For a constant volume, it can be shown that the surface 
area is proportional to / L . With a shorter reactor, and 
hence a smaller area, the radiant temperature must increase 
in order to provide a constant heat input causing the 
tubeskin temperature to r i s e beyond the design l i m i t . 

Using dimensions of the alternate reactor as i n i t i a l 
estimates, the system again converges to the unique optimum 
design in f i v e i t e r a t i o n s . 

The present method can be extended easily to other 
applications. For instance, a cost function involving 
operating and capital expenses, and product d i s t r i b u t i o n may 
be minimized with respect to operating and design variables. 

Conclusions 

Braun's computer system PF60 is a useful tool for 
designing and simulating pyrolysis reactors. It provides 
s u f f i c i e n t f l e x i b i l i t y to accommodate a wide range of 
problems. The solution method employed is numerically 
accurate, e f f i c i e n t and stable. Its capability has been 
f u l l y demonstrated by the three i n d u s t r i a l applications 
discussed in this paper. 

Nomenclature 

C_. Concentration of component j 

C j Q I n i t i a l concentration of component j 

Cp Average heat capacity, Btu/lb-°F 

D Reactor diameter, f t 

f F r i c t i o n factor, dimensionless 
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i - th dependent variable 

ο 

G Mass velocity, lb / f t -hr 

g c Gravitational constant 

g.̂  i - th equality constraint, Equation 7 

HL Heat of i - th reaction, Btu/lb-mole 

L Length of reactor, ft 

m Number of chemical species 

η Number of unknown i n i t i a l conditions 

n T Total molal rate, lb-moles/lb-hr 

ο 
Ρ Pressure, l b / i n 

3 

Q Heat input per unit volume, Btu/ft -hr 

q Heat flux factor 

3 
r\ Rate of reaction i , lb-moles/ft -hr 
S.. Stoichiometric coefficient for Component j in 

Reaction i 

Τ Process temperature, °R 

T p Maximum tubeskin temperature, °R 

X Feed conversion, fraction 

x i i - th independent variable 

χ Independent variable vector 

x^ Lower bound of independent variable vector 

Xy Upper bound of independent variable vector 

Init ial value of independent variable vector 

Improved value of independent variable vector 

ζ Axial distance, ft 

α Kinetic energy correction factor, dimensionless 
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22. P A N G E T A L . Pyrolysis Reactor Design 401 

p Density, l b / f t " 3 

ξ Extent of reaction, lb-moles/lb 

θ Residence time, sec 

Φ Objective function, Equation 11 

Δ Difference operator 

Subscripts and Superscripts 

in Inlet condition 

out Outlet condition 

Specifications 
(overbar) 

Vector quantity 
(underbar) 
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23 
Computer Simulation of Heterogeneous Nitration of 
Toluene to Dinitrotoluene 

A. K. S. MURTHY 

Allied Chemical Corporation, Morristown, NJ 07960 

Nitration of aromatic compounds, particularly 
that of benzene and toluene, has been extensively 
studied partly because of its industrial importance 
in the manufacture of explosives, solvents, pharma
ceuticals and organic intermediates and partly 
because of its theoretical significance in studying 
electrophilic substitution (1,2). Most of the 
reported studies of toluene nitration are under 
conditions where only mononitration reactions take 
place. Studies on dinitration reactions have been 
carried out (3,4,5), but starting with mononitro-
toluenes. In commercially important nitration of 
toluene for the manufacture of tolylene diisocyanate 
(TDI) and trinitrotoluene (TNT), dinitrotoluene (DNT) 
is the desired product and mononitration is simply an 
intermediate reaction. Optimum use of a DNT pro
duction facility can be achieved by integrating the 
mononitration and the dinitration steps. A computer 
simulation model, to be useful in such optimization 
studies, must be capable of representing the various 
physical and chemical phenomena over a wide range of 
operating variables where mono- and dinitration 
reactions take place. This paper describes a suc
cessful effort to synthesize such a model using 
information on the various phenomena available in the 
open literature, reported by different authors. A 
systems engineering approach was used to decompose 
the total phenomenon into subphenomena which have 
been separately studied. The original intention of 
developing the model was to form a basis for planning 
and designing a process development study in a pilot 
plant for optimizing an existing DNT production 
facility. However, when a computer simulation 
program for the plant based on the model was de
veloped, it was found to be already adequate for 

0-8412-0549-3/80/47-124-403$05.25/0 
© 1980 American Chemical Society 
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trouble shooting and preliminary optimization of 
plant operation. 

The nitrating agent used in most i n d u s t r i a l 
n i t r a t i o n processes is a mixture of aqueous n i t r i c 
and s u l f u r i c a c i d s , commonly known as the mixed a c i d . 
The organic species are only sparingly soluble in the 
a c i d and hence i n d u s t r i a l n i t r a t i o n is heterogenous 
i n v o l v i n g two liquid phases. The term "macrokinetics" 
has been used (6) to describe o v e r a l l k i n e t i c s of 
n i t r a t i o n underHheterogenous conditions. In micro
scopic s c a l e , two phenomena, v i z . , chemical r e a c t i o n 
or " m i c r o k i n e t i c s H and interphase mass t r a n s f e r , 
simultaneously occur. E a r l y workers (7,IB,£) assumed 
that mass t r a n s f e r e f f e c t s can be eliminated by 
strong a g i t a t i o n . Hanson and A l b r i g h t (<6,10) have 
pointed out that this assumption is erroneous. More 
rece n t l y Hanson and co-workers (11) and Cox and 
Strachan (12,13) have developed models f o r hetero
geneous n i t r a t i o n of toluene by i n t e r p r e t t i n g the 
o v e r a l l rate as a combination of chemical k i n e t i c s 
with simultaneous mass t r a n s f e r . These models are 
a p p l i c a b l e f o r the i n i t i a l phases of toluene n i t r a 
t i o n where the toluene content of the organic phase 
is high. In the i n d u s t r i a l production of DNT, the 
reactors are run such that the toluene concentration 
is very small, even in the f i r s t n i t r a t o r . 

To be u s e f u l in the optimization of DNT pro
duction, the mathematical model which forms the basis 
of the simulation program must be a p p l i c a b l e over a 
wide range of operating conditions and should provide 
d e t a i l e d accounting of the f o l l o w i n g e f f e c t s . 
a. Chemical k i n e t i c s is a strong f u n c t i o n of 

s u l f u r i c a c i d strength in a d d i t i o n to being 
dependent on the concentration of the reactants 
in the a c i d phase and the temperature of the 
system. 

b. Isomer d i s t r i b u t i o n is generally important; 
c e r t a i n l y in the case of intermediates pro
duction . 

c. The s o l u b i l i t y of the organic species in the 
a c i d is a function of the temperature and the 
composition of the a c i d phase. 

d. The s o l u b i l i t y of n i t r i c a c i d in the organic 
phase is q u i t e s i g n i f i c a n t and the d i s t r i b u t i o n 
constant is a function of the a c i d and organic 
phase compositions as w e l l as the temperature. 

e. Interphase mass t r a n s f e r rates depend both on 
a g i t a t i o n rate and phase compositions which 
determine the drop s i z e d i s t r i b u t i o n and phase 
r a t i o . 
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23. M U R T H Y Heterogeneous Nitration 405 

P r i o r to the present study no author is known to 
have studied a l l of these e f f e c t s nor proposed a 
model which simultaneously included a l l of these 
e f f e c t s . Information on many of the above e f f e c t s 
are a v a i l a b l e through studies reported by various 
authors (e.g., 3,4,5,8,12,15,17,19,20,25,26,27) 
Chemistry of Toluene N i t r a t i o n 

The mechanism of aromatic n i t r a t i o n is shown in 
Figure 1. I t may be seen that the s u l f u r i c a c i d 
serves as the source of hydrogen i o n (proton) which 
protonates n i t r i c a c i d to form nitronium i o n and 
water. The N0 2 ion is the a c t i v e e l e c t r o p h i l e that 
causes the n i t r a t i o n r e a c t i o n s . 

Chemical species that are present in the system 
are: 
1. Toluene (T) 
2. p-Nitrotoluene (p-MNT) 
3. o-Nitrotoluene (o-MNT) 
4. m-Nitrotoluene (m-MNT) 
5. 2,4-Dinitrotoluene (24-DNT) 
6. 2,6-Dinitrotoluene (26-DNT) 
7. Ortho Dinitrotoluenes (mixture of 2,3-DNT & 3,4-

DNT) (O-DNT) 
8. Water 
9. N i t r i c A c i d 

10. S u l f u r i c A c i d 
The following are the reactions that take place 

to any s i g n i f i c a n t extent. 

Τ + HNO- = p-MNT + H 90 (1) 
Τ + HNOf = o-MNT + H,0 (2) 
Τ + HNOf = m-MNT + ΙΠΟ (3) 

p-MNT + NHOf = 24-DNT + H 90 (4) 
O-MNT + HNOf = 24-DNT + H,0 (5) 
O-MNT + HNOf = 26-DNT + H^O (6) 
m-MNT + HNOf = 0-DNT + H 06 (7) 

Ty p i c a l d i s t r i b u t i o n of isomers when toluene is 
d i n i t r a t e d is shown in Figure 2. 

The reactions are e s s e n t i a l l y i r r e v e r s i b l e and 
take place only in the aci d phase. Thus transport of 
mass between the phases and phase e q u i l i b r i u m which 
defines the d r i v i n g force f o r mass t r a n s f e r are al s o 
important. Heterogeneous n i t r a t i o n is i l l u s t r a t e d in 
Figure 3. 
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Figure 2. Typical distribution of isomers 
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ORGANIC PHASE 

TOLUENE 

m-MNT 

OTHER DNT 

p-MNT 

2,4 DNT 

Ο - M NT 

2,6 DNT 

ACID PHASE 

TOLUENE 

ï 
m-MNT 

I 
OTHER 

DNT 

p-MNT 

I 
2,4 DNT 
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O-MNT 
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Figure 3. Heterogeneous nitration 
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Systems Engineering Approach 

Analysis of multiphase r e a c t i o n systems using 
fundamental laws of physics and chemistry is complex 
since s everal phenomena such as k i n e t i c s , phase 
e q u i l i b r i a , and interphase transport are simultane
ously s i g n i f i c a n t . The use of systems engineering 
approach g r e a t l y s i m p l i f i e s the modeling of complex 
reactor systems. This approach c o n s i s t s of the 
d e f i n i t i o n of the process as an ensemble or assem
blage of subsystems, the development of models f o r 
subsystems, the d e f i n i t i o n of coupling or i n t e r 
actions among the subsystems and the simultaneous 
s o l u t i o n of the mathematical equations d e s c r i b i n g the 
systems. General purpose algorithms are a v a i l a b l e 
f o r s o l v i n g large number of simultaneous a l g e b r a i c 
and d i f f e r e n t i a l equations. 

In this case, as shown in Figure 4, the sub
systems are stoichiometry, m a t e r i a l balance, energy 
balance, chemical k i n e t i c s , and interphase mass 
t r a n s f e r . The mass t r a n s f e r phenomena can be sub
div i d e d i n t o (1) phase e q u i l i b r i u m which defines the 
d r i v i n g force and (2) the transport model. In a 
general problem, chemical k i n e t i c s may be subdivided 
i n t o (1) the rate process and (2) the chemical 
equ i l i b r i u m . The next step is to develop models to 
describe the subsystems. Except f o r chemical k i n e t i c s , 
generally a p p l i c a b l e mathematical equations based on 
fundamental p r i n c i p l e s of physics and chemistry are 
a v a i l a b l e f o r d e s c r i b i n g the subsystems. 

Stoichiometry 

The purpose of s t o i c h i o m e t r i c a n a l y s i s is to 
insure that element balance is maintained. In the 
present case the stoichiometry is f a i r l y s t r a i g h t 
forward. In more complex cases l i n e a r algebra can be 
used to perform s t o i c h i o m e t r i c a n a l y s i s in a gen
e r a l i z e d manner (1£). 

A convenient way of inc o r p o r a t i n g the stoichiometry 
of the reactions i n t o mass balance equations is by 
the use of extents of r e a c t i o n . The composition of 
the organic phase can be defined by s p e c i f y i n g ex
tents e, through e- which are simply the moles 
undergoing reactions (1) through (7) r e s p e c t i v e l y , 
per mole of t o t a l organics, in order to produce that 
composition s t a r t i n g from pure toluene. Acid f r e e 
organic mole f r a c t i o n s , y., can be c a l c u l a t e d from 
the extents using the following equations. 
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Y l 1 - (e1 + e 2 + e 3) (8) 
Y2 = β Γ e4 (9) 
Y 3 = e2 " e 5 _ e 6 (10) 
Y4 — 

e 3 - e7 (11) 
Y 5 — 

e4 + e 5 (12) 
Y 6 = e 6 (13) 

= e 7 (14) 

M a t e r i a l Balance 

If G is the a c i d - f r e e organic molar flow r a t e , 
Y i amd Y. are the i n l e t and o u t l e t molefractions and 
p. the production rate of the i - t h species per u n i t 
volume of the a c i d phase, then the mat e r i a l balance 
f o r the i - t h species is : 

G ( Y i " 5 i ) = V A p i 1 = 1 ' 2 · · 7 · ( 1 5 ) 

where, V. is the volume of the a c i d phase. I f r* 
through r - represent the rates of the seven r e a c t i o n s , 
the p. are r e l a t e d to r. by equations which are 
s i m i l a r to the r e l a t i o n s between y. and e. f o r example, 
f o r toluene, p, « ~ ( r i + r2 + r3^ * I t c ^ e s h o w n 

that the mass Balance equations become: 

G(e± - e±) - ν Α ^ i = 1,2..7. (16) 

I f Q 8, Q 9 and Q-0 are the moles of water, HNO^ 
and H 2S0 4 leaving the reactor in u n i t time and the 
i n l e t q u a n t i t i e s are represented with a bar, mass 
balances f o r a c i d phase species are: 

Q8 - ô 8
 + vA ( Σ r i > 

Q 9 = δ 9 " V A < £ r i > 
and 

Q i o = δ ιο 
Mass Transfer 

The net rate of t r a n s f e r of the i - t h species 
from the aqueous phase to the organic phase per u n i t 
volume of the aqueous phase, J^, is assumed t o f o l l o w 
the equation: 

J . = k Q a (Y. - Y*) i = 1,2..7. (20) 

(17) 
(18) 
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23. M U R T H Y Heterogeneous Nitration 411 

where, k Q is a transport c o e f f i c i e n t f o r the organic 
species, a is^the i n t e r f a c i a l area per u n i t volume of 
reactor and Y i are the eq u i l i b r i u m molefractions of 
the organic species in the aqueous phase. N i t r i c 
a c i d is assumed to be in phase e q u i l i b r i u m at a l l 
times· 

The model presented in this paper assumes that 
mass t r a n s f e r and chemical k i n e t i c s are consecutive 
steps. Primary r e s i s t a n c e f o r the t r a n s f e r of 
toluene from the organic phase i n t o the a c i d phase 
l i e s in the organic phase f i l m . This mass t r a n s f e r 
step is followed by homogeneous r e a c t i o n uniformly 
over the e n t i r e a c i d phase. I f the n i t r a t o r is run 
such that the toluene content of the organic phase is 
high, d i f f u s i o n a l r e s i s t a n c e as w e l l as the chemical 
re a c t i o n will be confined to an a c i d f i l m and the 
model proposed by Hanson and co-workers (11) will be 
more a p p l i c a b l e . 

I f the n i t r a t o r is assumed to be an i d e a l backmix 
reactor, the aqueous and the organic feeds should 
instantaneously reach the compositions of the aqueous 
and the organic phases, r e s p e c t i v e l y , upon entering 
the reactor. Then at steady s t a t e , 

P i = J ± (21) 

Phase E q u i l i b r i u m 

I t may be seen that components of the model 
discussed thus f a r are generally a p p l i c a b l e to any 
two phase i d e a l back-mixed reactor. Chemical k i n e t i c s 
and phase e q u i l i b r i u m are the two components which 
make the model unique. 

For a l l p r a c t i c a l purposes, water and s u l f u r i c 
a c i d are t o t a l l y in the a c i d phase. 

Data on the d i s t r i b u t i o n of n i t r i c a c i d between 
the organic and a c i d phases are a v a i l a b l e at low 
s u l f u r i c a c i d concentrations (15). The thermodynamic 
procedure used to extrapolate tKese data to regions 
of i n t e r e s t in the reactors is given below. The 
a c t i v i t y of HN03 in the two phases must be equal at 
equilibrium. 

f(acid) X 9 = ^(organic) Y 9 ( 2 2 ) 

Using the Red l i c h - K i s t e r expansion (16) an 
expression f o r y (acid) w a s developed at high 
temperatures using v a p o r - l i q u i d e q u i l i b r i u m data f o r 
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the mixed a c i d (17). As i l l u s t r a t e d by Figure 5, 
heat of mixing data and the Gibbs-Helmholtz equation 
were used to extrapolate the a c t i v i t y c o e f f i c i e n t s to 
lower temperature. Tt»niA\ w a s ^ β η used in equation 
(22) to c a l c u l a t e Y * ( * a n i e ! · A c t i v i t Y c o e f f i c i e n t 
of n i t r i c a c i d in the organic phase was then c o r r e l a t e d 
as a function of organic composition using the NRTL 
equation (18). 

SolubïTity of toluene and p-mononitrotoluene in 
s u l f u r i c a c i d are a v a i l a b l e (1£,20). These data were 
c o r r e l a t e d using the NRTL equation. In the pre
liminary model presented here, a l l mononitrotoluenes 
are assumed to have the same s o l u b i l i t y and n i t r i c 
a c i d is assumed to have n e g l i g i b l e e f f e c t on t h e i r 
s o l u b i l i t y . 

Chemical K i n e t i c s 

N i t r a t i o n of an aromatic compound, ArH, t a k e s + 

place by e l e c t r o p h i l i c attack by N0 2 to form ArHN0 2, 
followed by the decomposition of this a c t i v a t e d 
complex to give ArN0 2 and H . The decomposition of 
the a c t i v a t e d complex is the rate determining step(i , 2 ) . 
I t can be shown that the n i t r a t i o n r e a c t i o n is a 
second order r e a c t i o n , p r o p o r t i o n a l to the concen
t r a t i o n s of the organic species and the nitronium ion 
in the a c i d phase. In the model presented here 
molefractions are used instead of concentrations. 
Since the s o l u b i l i t y of the organic species in the 
a c i d phase are small, concentrations of any species 
is d i r e c t l y p r o p o r t i o n a l to i t s molefraction. 

N i t r i c a c i d forms nitronium ions in s u l f u r i c 
a c i d according to the r e a c t i o n 

HN03 + H + = NO* + K 20 (23) 

I t can be seen from Equation (23) that the 
f r a c t i o n of n i t r i c a c i d which is converted i n t o 
nitronium ions depends on the a c t i v i t i e s of the 
hydrogen ion and water. The a c t i v i t y of the hydrogen 
ion increases sharply with the increase in s u l f u r i c 
a c i d content and this accounts f o r the sharp increase 
in the rate of n i t r a t i o n with s u l f u r i c content. A 
c h a r a c t e r i s t i c of n i t r a t i o n using mixed a c i d s , which 
has not been f u l l y understood, is that the rate of 
r e a c t i o n reaches a maximum at about 90% s u l f u r i c 
a c i d . At l e a s t two d i f f e r e n t theories have been 
proposed to explain this behavior (3^21) · Fortunately 
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r« = 
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LITERATURE 
DATA 
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Figure 5. Activity coefficient of nitric acid in mixed acid 
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the s u l f u r i c a c i d content of the n i t r a t o r media 
is w e l l below 90%, generally in the range of 70-80%, 
and hence the k i n e t i c model need not be consistent 
with this c h a r a c t e r i s t i c of aromatic n i t r a t i o n . I t 
is reasonable to assume that the behavior of n i t r i c 
a c i d in s u l f u r i c a c i d should be s i m i l a r to that of a 
base ROH which is protonated according to the following 
equation. 

ROH + H + = R + + H 20 (24) 

If Κ is the e q u i l i b r i u m constant f o r this 
r e a c t i o n ( V aH20 C R + 

Κ = 
) (a„ +) f p n u a w+ CROH aROH' l~H ' 'ROH "H 

where 'a 1 stands f o r a c t i v i t y , ^ f o r a c t i v i t y co
e f f i c i e n t and C f o r concentration. The H R a c i d i t y 
function is defined as follows : 

Cp+ a H + ^ROH 
Η = log Κ - log = - log (25) 

R CROH aH 20 TR+ 

The H R f u n c t i o n is also known as the C function 
(22) and is c l o s e l y r e l a t e d to the J fun c t i o n (23) 
and the w e l l known Hammett's a c i d i t y function (277· 
I t is reasonable to assume 

^N0 2 VR + - (26) 
!HN0 3 'ROH 

and hence the molar r a t i o , 

(NO+) j.ι „ 
2 = 10 K HR (27) (HN03) 

Where, K' is the logarithm of the eq u i l i b r i u m 
constant f o r the re a c t i o n represented by Equation 
(23). In the present model the eq u i l i b r i u m constant 
is "lumped" i n t o the v e l o c i t y constant, thus r e 
s u l t i n g in the following k i n e t i c expression f o r 
n i t r a t i o n . 
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23. M U R T H Y Heterogeneous Nitration 415 

r = k.l (T HR X H N 0 3 . X A r H (28) 

where, r is the r a t e of r e q c t i o n per u n i t volume and 
the X's are the molefractions. The constant k is a 
function only of the temperature of r e a c t i o n and is 
assumed to be given by the Arrhenius equation. 

The H R a c i d i t y s c a le f o r s u l f u r i c a c i d has been 
measured by a number of research workers, p a r t i 
c u l a r l y by Arnett and Bushick (25) who determined 
this f u n c t i o n at d i f f e r e n t temperatures in the range 
of 0 to 45°C. Their data were c u r v e - f i t t e d over the 
range of 68-92% s u l f u r i c a c i d using the f o l l o w i n g 
equation. 

Hp = (AQ + B ^ ) + (^ + B ^ ) . W + (A2 + B2A) W2 + A3 . W3 (29) 

where, W = weight percent s u l f u r i c on n i t r i c f r e e 
b a s i s . 

Figures 6 and 7 show the dependence of 
r / ( X H N Q . X A r H ) on H R. I t can be seen that Equation 
(28) i s 3 a very reasonable expression f o r the rate of 
n i t r a t i o n and that H R scale can be used to c o r r e l a t e 
and extrapolate the rate constant as a f u n c t i o n of 
s u l f u r i c a c i d strength. 

The r e l a t i v e r e a c t i v i t i e s of the ortho, meta and 
para carbon atoms should be p r o p o r t i o n a l to the 
e l e c t r o n a v a i l a b i l i t y at these s i t e s and +the r e l a t i v e 
p r o b a b i l i t y of c o l l i s i o n with a given N0 2 i o n . I t 
should be p o s s i b l e to c a l c u l a t e the s t e r f c e f f e c t s on 
the c o l l i s i o n frequencies and apply molecular o r b i t a l 
theory to determine the r e l a t i v e r e a c t i v i t i e s of the 
various s i t e s . However, a more p r a c t i c a l approach 
would be to assume that a l l the f i v e carbon atoms 
encounter nitronium ions at equal frequencies and 
a t t r i b u t e the d i f f e r e n c e s in the r e a c t i v i t y of the 
d i f f e r e n t p o s i t i o n s to d i f f e r e n c e s in the a c t i v a t i o n 
energies associated with those s i t e s . According to 
this model, temperature is the only v a r i a b l e that 
a f f e c t s the isomer r a t i o . Our p l a n t experience 
i n d i c a t e s that this model is adequate f o r explaining 
and c o n t r o l l i n g the v a r i a t i o n of the isomer r a t i o . 

I f Ε , Ε and Ε are r e s p e c t i v e l y the a c t i v a t i o n 
energies f o r ortho, para and meta s u b s t i t u t i o n during 
mononitration, the corresponding v e l o c i t y constants 
k , k and k are given by: o p m * •* 
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r ' LB MOL OF TOLUENE REACTED / ( H R ) ( F T . 5 OF ACID) 

X s MOLE FRACTION IN THE ACID. 

DATA: R.G. COOMBES, E T AL , J . C H E M . SOC ( Β ) , Ρ800 (1968) 

10 II 12 13 14 15 

Figure 6. Dependence of r/(XHNOS · XATH) on Hr. r = lb mol of toluene re
acted/( H R) (ft3 of acid); X = mole fraction in the acid (27). 
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Figure 7. Dependence of r/(XHNOS · XATH) on HR. r = lb mol of MNT reacted/ 
(HR) (ft3 of acid); X = mole fraction in the acid (3,4). 
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k = 2Ae-V R T ( 3 0 ) 

k° = Ae-VRT (31) 

k* = 2Ae-V R T <32> m 
where, A is the frequency f a c t o r per s i t e . I f p, m. 
and ο are the r e l a t i v e amounts of the para, meta and 
ortho isomers formed during mononitration, it can be 
shown that: 

E m - E p = RT ln(2p/m) (33) 

E Q - E p = RT ln(2p/o) (34) 

Using l i t e r a t u r e data on the d i s t r i b u t i o n of the 
isomers (26), numerical values of Ε - Ε and Ε - Ε 
were estimated. A c t i v a t i o n energy,^: , was estimatefi 
using the o v e r a l l a c t i v a t i o n energy f o r toluene (12). 

Coombes et a l (27) have studied the n i t r a t i o n of 
toluene under homogeneous conditions by using very 
small amounts of toluene t o t a l l y d i s s o l v e d in the 
ac i d phase. Their data were used to estimate the 
frequency f a c t o r . 

Using a v a i l a b l e data on the d i n i t r a t i o n r e 
actions (:3,5,4) and using assumptions s i m i l a r to the 
ones de s c r i E e ? above, rate expressions f o r reactions 
(4), (5), (6), and (7) were developed. The rate 
expressions are summarized below: 

r x = k 1 g X 1 X 9 (35) 
r2 = f l r l <36> 
r 3 = £ 2 Γ Χ (37) 

r 4 = k 2gX 2X 9 (38) 
k 5 - k 3gX 3X 9 (39) 
r6 = f 3 r 5 ( 4 0> 
r 7 - k 4gX 4X 9 (41) 

where/ g = 10" HR and (42) 
fix - 2 exp (-[B 0 - Ε ]/RT) (43) 
f 2 - 2 exp (-[E m - E p]/RT) (44) 
f 3 - exp ( - [ E 2 6 - E 2 4]/RT) (45) 
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Solution of Equations 

I t is not p o s s i b l e to a n a l y t i c a l l y solve the set 
of equations formulated in the above s e c t i o n s . 
However, it is po s s i b l e to obtain a numerical s o l u t i o n 
corresponding to a s p e c i f i c set of reactor c o n d i t i o n s . 
The model described here can be used to simulate any 
one stage of the n i t r a t i o n r e a c t o r s . 

A l l i e d Chemical's process f o r DNT production 
co n s i s t s of sev e r a l interconnected n i t r a t o r s and 
phase separators. The o v e r a l l process sim u l t i o n was 
accomplished using the s o - c a l l e d " b u i l d i n g block" 
approach. This approach c o n s i s t s of developing 
subroutines f o r c a l c u l a t i n g the output of process 
v e s s e l s , given the operating conditions and the input 
streams, and then developing a main program which 
c a l l s these subprograms in a c e r t a i n sequence deter
mined by the process topology (flow scheme) and 
converge on the r e c y c l e streams. A f t e r convergence/ 
an energy balance is performed around each stage to 
permit quick evaluation of temp e r a t u r e - c o n t r o l a b i l i t y . 

V e r i f i c a t i o n of the Model 

A development p r o j e c t was undertaken to v e r i f y 
the model developed here and to study the mass tr a n s 
f e r parameter k a as a fun c t i o n of phase r a t i o 
(organic/acid volumetric r a t i o ) in the re a c t o r , 
a g i t a t i o n , i n t e r n a l c o n f i g u r a t i o n of the rea c t o r , 
e t c . Results of laboratory runs could be explained 
by the model using k a as the only adjustable para
meter. Table 1 shows an example of the e x c e l l e n t 
agreement between model p r e d i c t i o n s and laboratory 
data. In each run, at a d i f f e r e n t a g i t a t o r speed, 
k a was determined by matching toluene content of the 
reactor e f f l u e n t . The clo s e agreement between the 
mononitrotoluene and d i n i t r o t o l u e n e isomer content of 
the a c t u a l reactor e f f l u e n t with those p r e d i c t e d by 
the model v e r i f i e s the accuracy and the adequacy of 
the model. 

Admittedly, in the s t r i c t l y t h e o r e t i c a l sense, 
such a v e r i f i c a t i o n is a necessary but not s u f f i c i e n t 
requirement f o r the model to be the true model. I t 
should be obvious to readers f a m i l i a r with current 
research work on the n i t r a t i o n of aromatic compounds 
that the assumptions and mechanisms on which this 
model is based are under debate, a l b e i t g e n e r a l l y 
accepted. Exhaustive t e s t i n g and v e r i f i c a t i o n of a 
model is us u a l l y not j u s t i f i a b l e in a business 
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environment where the model is used p r i m a r i l y to 
provide d i r e c t i o n in optimizing a m u l t i v a r i a b l e 
process. 
Remarks 

The simulation program has been extensively used 
f o r process optimization studies as it permits 
accurate p r e d i c t i o n of isomer d i s t r i b u t i o n and heat 
release. I t o f f e r s t h e o r e t i c a l explanations f o r isomer 
c o n t r o l p r a c t i c e s a r r i v e d at through several years of 
plant operating experience. The model was used in de
signing laboratory experiments to study mass t r a n s f e r 
under various process conditions and reactor con
f i g u r a t i o n . Since mass t r a n s f e r and chemical k i n e t i c s 
are simultaneously important in this process, a model 
is necessary to " f i l t e r out" the k i n e t i c s e f f e c t s f o r 
mass t r a n s f e r c o r r e l a t i o n s . The r e s u l t s of our 
laboratory studies will be presented in future papers. 

NOMENCLATURE 
a = a c t i v i t y or i n t e r f a c i a l area as explained in text 
A = frequency f a c t o r 
c = concentration 
e = extent of r e a c t i o n 
Ε = A c t i v a t i o n energy 
G = Organic molar flowrate 
H R = A c i d i t y f u n c t i o n , defined by eqn (10) 
J i = Interphase mass t r a n s f e r r a t e f o r the i - t h 

species 
k = chemical v e l o c i t y or transport parameter 
Κ = E q u i l i b r i u m constant 
P^ = rate of production of i - t h s p e c i e s / u n i t volume 

of a c i d phase 
Q = molar flowrate f o r inorganic species 
r ^ = rate of i - t h r e a c t i o n , l b mol/hr f t 
R = gas law constant 
Τ = absolute temperature 
VA = volume of a c i d phase 
W = weight percent s u l f u r i c on n i t r i c f r e e basis 
X = molefraction in the a c i d phase 
y = molefraction in the organic phase (acid free) 

GREEK LETTERS 

r- a c t i v i t y c o e f f i c i e n t 
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SUBSCRIPT FOR SPECIES 

1 
3 
5 

toluene 
o-Nitrotoluene 
2,4 - Dinitrotoluene 

2 
4 
6 

p-Nitrotoluene 
m-Nitrotoluene 
2,6 - Dinitro
toluene 

7 
9 

Qrtho Dinitrotoluenes 
nitric acid 

8 
10 

water 
sulfuric acid 
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24 
Modeling, Parameter Identification, and Adaptive 
Control of Anticoagulant Drug Therapy 

THOMAS J. McAVOY 

Department of Chemical Engineering, Goessman Laboratory, 
University of Massachusetts, Amherst, MA 01003 

The scope of the medical problems which require the use of 
anticoagulant drugs cannot be overstated. Arterial thrombosis is 
a major contributor to the number one (acute myocardial infarc
tion), number three (stroke) and number four (renal) causes of 
death in the United States (1). Venous thromboembolism is the 
most common non-surgical cause of death in patients hospitalized 
for major orthopedic procedures, the most frequent non-obstetrical 
cause of postpartum death, and a major cause of death in patients 
with chronic cardiac and pulmonary disease (1). Venous thrombosis 
is estimated to lead to the hospitalization of approximately 
300,000 patients annually in the United States, of which more than 
50,000 die (1). The average hospital stay for the 250,000 surviv
ors is a week to 10 days and the cost of this hospitalization has 
been estimated as $750 million (1). If a one day reduction in 
hospital stay could be achieved through optimum dosing of antico
agulants, then the potential savings per year can be estimated as 
$50 million. It has further been estimated (2) that through im
proved administration of anticoagulants 8,000 to 12,000 lives 
could be saved each year in the United States alone. 

The purpose of this paper is to illustrate how mathematical 
modeling and control theory can be applied to the problem of op
timizing the administration of the anticoagulant drug heparin. 
The approach presented has the potential of solving some of the 
economic and life saving problems discussed above. 

Mechanism of Clot Formation and Drug Action. Blood clotting 
is an extremely complicated process which involves an enzyme cas
cade. To date 13 enzymes, called clotting factors, have been 
identified and these are normally present in blood in their in
active state. Through an injury of some type one of the early en
zymes is activated. This enzyme in turn catalyses the activation 
of the next enzyme in the cascade. Throughout the process a large 
amplification occurs. One molecule of a clotting factor is cap
able of activating many molecules of the next enzyme in the se
quence and so forth. The final step in blood clotting involves 

0-8412-0549-3/80/47-124-425$05.00/0 
© 1980 American Chemical Society 
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the polymerization of fibrinogen to fibrin. This reaction is cat
alysed by the clotting factor thrombin. Obviously the ability of 
blood to clot is extremely important when one has a wound or cut. 
However when clots form inside a vein or an artery a serious prob
lem exists. Anticoagulant drugs are given to prevent this latter 
situation. 

Recent experimental evidence (3̂ 4.) has demonstrated that hep
arin's anticoagulant effect results from its ability to catalyse 
the deactivation of several of the clotting factors. Of particu
lar importance and the primary reason for heparin's anticoagulant 
effect is the drug's ability to deactivate thrombin by catalysing 
the reaction between thrombin and its inhibitor antithrombin III 
(AT-III). Because it acts directly to deactivate clotting factors, 
heparin has a very fast anticoagulant effect. 

Laboratory Measurement and Goals of Anticoagulant Therapy. 
For in-hospital patients receiving heparin, a blood sample is 
drawn, at least daily. The red cells are centrifuged from the 
sample leaving only plasma. An agent that activates the clotting 
cascade is added to a fixed amount of plasma. The time required 
for a clot to form, called the clotting time, is then measured. In 
addition to the patient's plasma, normal plasma is also tested. 
The goal of anticoagulant therapy is to have the patient's clotting 
time be 2 to 2-1/2 times that for the normal plasma. For heparin 
the most common clotting test is called the partial thromboplastin 
time, PTT, 
Modeling and Optimal Control of Heparin 

Modeling Heparin Itself. For heparin it is reasonable to use 
the CSTR model shown in Figure 1, Drug can be inputted to the re
actor either by a bolus injection (impulse forcing) or by continu
ous intravenous infusion, Within the reactor drug is continuously 
removed from the blood, However, the mechanism of this removal is 
at present unknown. As discussed by McAvoy (5) there are some in-
teresting dynamic properties associated with "the response of hep̂  
arin itself. Figure 2 shows a plot of experimental data on hepar
in together with the response of one model that has been proposed 
for the drug (j>). To generate the experimental data, three dif
ferent bolus injections of heparin were given to healthy volun
teers. Blood samples were then drawn periodically and heparin 
concentrations measured. When the logarithm of heparin concentra
tion is plotted versus time, an apparently linear response is ob
tained. However, the slope of the response changes with each 
bolus. This change in slope indicates that an unusual nonlinear 
phenomena takes place when humans eliminate heparin. Stated math
ematically, the initial condition inside the CSTR somehow is 
stored and it affects the entire transient response of the drug. 

The model response plotted in Figure 2 is based on the fol
lowing metabolite-inhibition mechanism {§) 
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Figure 1. CSTR model for heparin 
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.1-

.08-

. 0 5 · 

.02-
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~I20 îeÔ 240 300 360 420 

TIME-MINUTES 

Figure 2. Heparin data and metabolite-inhibition model for three separate injec
tions of drug. ( ) heparin concentration; (O) experimental data; ( ) me
tabolite concentration, (a) 400 μ/kg bolus; (b) 200 μ/kg bolus; (c) 100 μ,/kg bolus 

(5). 
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H + E £ HE + M-j+E (1 ) 
M1 + Ε t M-|E (2) 

M1 - M2 (3) 
Heparin, H, is assumed to be metabolized by enzyme Ε to product M-. 
which competes with the drug for binding sites on E, In addition, 
M-. is biotransformed to which is non-competitive. If the mech
anism given by equations f-3 is assumed and balances on Η and M, 
are made for the reactor shown in Figure 1, the following model 
for heparin results (6j 

3Έ = I-V.H/iH + K j l + i y K p ) ) (4) 

dM, 

dT-=
 + V1 + V KP» - kepM1 <5> 

where I is the rate of drug infusion divided by the reactor volume. 
Equations 4 and 5 contain four constants, V , Κ , Kp and k , These constants were fitted to the experimental data shown τη 
Figure 2 by numerically integrating the differential equations and 
then using a least square simplex approach on the results (7_). The 
values obtained are: V = .938, Κ = 15.7, Kp = ,385, and k = 
.00187. The responses predicted by equations 4 and 5 are alio 
shown in Figure 2. Note that 1=0 for these responses. As can 
be seen, equations 4 and 5 do an excellent job of fitting the ex
perimental data. The M, response is given as the dashed line in 
Figure 2. As can be seen, M, builds up very quickly and achieves 
an almost constant value for most of the Η transient. In fact it 
is M, which "remembers" the initial condition in the reactor. In 
effedt M-| blocks an approximately constant number of binding sites 
on Ε for each response and this produces the apparent first order 
response. Since the number of blocked sites increases with the 
initial condition for H, the slope of each of the Η responses is 
different. In addition to the metabolite-inhibition model, McAvoy 
also presents an alternative model for heparin involving two non
linear differential equations and based on a phagocytosis elimina
tion mechanism (5J. 

Modeling the Clotting Time. Since the main objective of hep
arin therapy is to control a patient's clotting time (normally the 
PTT), it is necessary to have a model for the clotting time. Both 
the nature of the clotting cascade and published experimental re
sults (8) indicate that clotting time is not a simple function of 
heparin concentration alone. Other variables which affect the 
clotting time include the concentration and degree of activation 
of the various clotting factors and the concentration of other pro
teins in the blood, such as antithrombin III. There is a degree 
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of uncertainty at present as to what models will ultimately prove 
useful in describing heparin's effect on the clotting time because 
the necessary experimental data have not yet been gathered. The 
author is involved in a research program to generate these data. 
To illustrate the type of modeling approach that will be studied 
as well as the control problem which results, one specific example 
involving antithrombin III will be discussed in detail. This ex
ample is typical of the modeling which will be carried out. 

Rosenberg's data (4) indicate that heparin binds to AT-III, 
while those of Marciniak (9) show that such binding does not take 
place. Both authors, however, agree that heparin's main route of 
action is via the enhancement of the inhibitory reaction which 
takes place between AT-III and thrombin. Marciniak and Gockerman 
(10) have also recently published data on AT-III for 24 patients 
receiving heparin infusions. These authors found that heparin 
therapy produced an exponential like transient decay in AT-III 
levels. After 3 days of heparin therapy AT-III levels approached 
a constant value which was 30% lower than normal. After cessation 
of heparin, AT-III levels returned to normal in about 3 days. 

Since AT-III is so important to heparin's action, it is pro
posed to model its dynamic behavior, and to attempt to incorporate 
its concentration into an equation for clotting time. Thus, one 
equation which is proposed for describing clotting time is 

Ε = g (H, AT-III) (6) 
where Ε, the relative extension of the clotting time, is defined as 

Ε = (PTT/PTTn - 1) (7) 
and PTT is the clotting time and PTTn is the normal clotting time. The reason for considering an algebraic relationship between E, 
AT-III,and.Η is that the results of Rosenberg (4) indicate that 
heparin almost instantaneously catalyses the deactivation of throm
bin by AT-III. Free thrombin levels in turn affect E. Thus, 
changes in both heparin level and AT-III level should have a very 
rapid effect on E. 

In order to make equation 6 more specific it will be assumed 
that heparin binds to antithrombin III 

Η + AT-III t (H-AT-III) (8) 
Further, it will be assumed that Ε is proportional to the concen
tration of the heparin antithrombin III cofactor 

Ε = m (H-AT-III) (9) 
If thermodynamic equilibrium is assumed for equation 8, equation 9 
can be written as 
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Ε = m Keq (H)(AT-III) (10) 
where Κ is the equilibrium constant for equation 8, To complete 
the modër it is necessary to have an equation for antithrombin III. 
One model which Marciniak and Gockerman's data (10) suggest will 
be appropriate is 

(AT-III) = - kft (AT-III - AT-III0) - kg H (11) 

where k. and kg are constants and AT-III is the normal blood con
centration of antithrombin III. At steaay state with no heparin 
present equation 11 forces AT-III to return to its steady state 
value. From Marciniak and Gockerman's data a value of AT-III can 
be gotten as 36 mg/d£. To achieve a 3 day transient response for 
AT-III a reasonable value of k. to use is .001 min. Lastly, if a 
steady state heparin concentration of .5 units/ml plasma produces 
the 30% reduction in AT-III levels then kR can be calculated as .0216 ((mg/d*)/(units/ml min)) by settingDd(AT-III)/dt = 0. 

Optimal Control of Heparin Therapy. One complete model for a 
patient's response to heparin is given by equations 4, 5, 10 and 
11. All of the parameters in the model have been specified ex
cept m Κ in equation 10. A reasonable value for m Κ can be 
gotten byqassuming that Ε is 1,0 when Η is .5 and AT-IIT is 70% 
of AT-III . This assumption gives m K as .0794. Using this 
model and modern control theory it is possible to formulate an 
optimum dosing policy. Prior to heparin being administered the 
initial conditions in the CSTR are that AT-III equals AT-III and 
both Η and M, are 0. One clinically reasonable performance index 
is to choose the heparin infusion, I, to minimize the time that it 
takes to get from this initial state to an anticoagulated state 
where the clotting time is twice normal (E = 1). Mathematically 
one should minimize the performance index 

P.I. = J Q
e fdt (12) 

subject to 
E(ef) = 1 = .0794 (H)(AT-III) (13) 

In addition, I would be constrained to be less than some maximum 
clinically acceptable value I* 

I < I* (14) 
A reasonable value for I* is .968 units/hr ml plasma. This value 
results from a maximum infusion rate of 3000 units/hr into a typ
ical plasma volume of 3100 ml. The problem posed involves time 
optimal control to a region. The approach which can be used to 
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solve this problem has been discussed by Denn (11). By appending 
3 adjoint equations to the state equations, one can start at the 
final time, θ̂ , and numerically integrate backwards in time to 
solve for the optimal policy. To carry out the integration it is 
necessary to estimate H(ef) and M-.(ef) and iterate on these values until the initial conditions on M; and AT-III are satisfied. The 
time optimal policy calls for an initial injection of 1420 units 
of heparin with no infusion (I = 0) for 5.25 minutes. Once a pa
tient is brought to an anticoagulated state it is necessary to 
keep him there and still not violate equation 14, McAvoy {5) has 
presented an infusion policy which instantaneously brings a patient 
to an anticoagulated state but which requires subsequent infusion 
rates about 1.5 times greater than I* = .968. By solving the state 
equations 4, 5, and 11 subject to equations 13 and 14 it is pos
sible to calculate the infusion policy necessary to keep a patient 
anticoagulated after the initial time optimal period. Indeed it 
is this latter infusion period where Ε = 1 and equation 14 holds 
which determines the 5.25 minute duration of the time optimal per
iod. As I* becomes larger the duration of the time optimal period 
becomes shorter and it eventually becomes 0 (solution given by 
McAvoy {$)). At 5.25 minutes I jumps to I* and then begins to 
taper in an exponential-like manner as shown in Figure 3. As can 
be seen, I tapers over a period of 500 minutes and eventually 
reaches a steady state value of .257 units/hr ml plasma. Also 
shown in Figure 3 is the response of Ε to the optimal infusion 
policy. 

It is interesting to compare the policy shown in Figure 3 to 
current clinical practice since reasonable parameter values were 
used in the heparin model. Very often it is found that a patient's 
need for heparin is greater during the early stages of therapy 
than later on. In the medical literature this has been referred 
to as initial resistance to heparin therapy. Generally heparin 
infusion rates are lowered over a period of several days. The in
fusion policy shown in Figure 3 does exhibit a tapering transient 
but the time involved, 500 minutes, is shorter than that observed 
clinically. This discrepancy may indicate the necessity to refine 
the model possibly by having the heparin response tied to the slow
er response of antithrombin III. 
Clinical Use of the Model 

In presenting the pharmacokinetic model for heparin some 
parameters were fitted to data on healthy volunteers while other 
parameters were arbitrarily chosen. To improve heparin therapy 
the pharmacokinetic modeling approach discussed here must be used 
in a prospective, predictive manner. By taking additional blood 
samples early on in heparin therapy data for each patient can be 
generated. One would measure such variables as heparin level, 
AT-III level, PTT, etc. Then, by using the model presented here 
or a more accurate model, parameters can be fitted (7_) and the 
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model tailor-made to each individual patient, The present model 
contains 8 parameters. For prospective clinical use it would be 
impractical to try to adaptively fit this many parameters. No 
doubt it would be necessary to set many of the parameters in the 
model to average constant values. With a small number of remain
ing parameters it would be possible to adaptively fit these par
ameters to a patient's data. In this way a heparin model and an 
optimum dosing policy can be tailor-made for each patient. As 
more data become available they can be incorporated to further 
refine the model and in this fashion allow for adaptive control 
of dosage regimens. 

An alternative to simply fitting parameters in the model is 
to attempt to correlate them with easily measured clinical vari
ables. Such variables include: age, height, sex, hematocrit, 
serum creatinine, etc. Jelliffe and his co-workers have success
fully used such a correlation approach to improve the therapeutic 
results achieved with a number of drugs. For example, they re
ported (12) on two groups of patients treated at Carmel Hospital 
with the anti-arrythmic drug lidocaine. A group of 68 patients 
constituted the standard therapy group. Of these patients 8 de
veloped ventricular fibrillation, 5 had a toxic reaction and 33 
required additional lidocaine. Of 71 patients who received the 
drug based on a computerized correlation approach, 2 developed 
ventricular fibrillation, 1 had a toxic reaction and only 2 re
quired additional lidocaine. Similar success has also been re
ported for digitalis drugs (13). 

While the above modeling approach looks promising, it is 
necessary to put it into perspective. The approach is not aimed 
at having a computer replace a physician in deciding dosing 
policy. Rather the approach is proposed as an additional, useful 
tool which physicians can use to improve therapy. The final de
cision on any dosing policy must of necessity rest with the at
tending physician. One way of viewing a physician's role in 
giving drugs is that he is a control engineer dealing with dynamic 
processes. The above approach simply formalizes this concept. 
Conclusions 

This paper has treated modeling, parameter identification and 
control of the administration of heparin. A model has been de
veloped using a single CSTR with a volume equal to a patient's 
blood volume. By using available laboratory data, parameters in 
the drug model can be fitted and the model tailor-made to each in
dividual patient. Once an accurate model is available it can be 
used to predict optimum dosing policies. The methods presented 
have the potential of greatly increasing the efficacy of heparin 
administration. 
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Abstract 

A pharmacokinetic model which describes a patient's response 
to the widely used anticoagulant drug, heparin, is discussed. The 
model contains several unknown parameters. A patient's own past 
data can be used to identify these parameters and thus tailor-make 
a model for each individual under treatment. Once such a model is 
available it can be used to calculate optimum dosing policies to 
achieve a specified therapeutic goal. 
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Linking Process Simulators to a Refinery Linear 
Programming Model 

ANDRE W. POLLACK and W. DONALD LIEDER 1 

Suntech, Inc., P.O. Box 1135, Marcus Hook, PA 19061 

The use of linear programming to optimize the flow of pro
cess streams through a petroleum refinery began in the mid-1950's 
(Symonds, 1955: Manne, 1956). Now, almost twenty-five years 
later, it is safe to say that one half of U.S. refining capacity 
is represented by linear programming or LP models which are 
routinely optimized to schedule operations, evaluate feedstocks, 
and study new process configurations. 

The database for these refinery LP models is a mixture of 
economic and technical inputs. Economic inputs include the avail
ability and price of refinery raw materials, the variable cost of 
operating the individual process units, and the demand and price 
for refinery products. Technical inputs include refinery product 
specifications as well as the operating constraints, usage of 
equipment and utilities, product yields, and product properties 
for each process unit. 

The economic inputs are of vital concern to a petroleum re
fining company and various groups within the company are charged 
with monitoring and forecasting this information. For this rea
son, economic inputs are probably the easiest values to maintain 
and update in the refinery LP database. And for the same reason, 
specifications on refinery products are also easy to maintain and 
update. 

Plant operating constraints are readily obtained from design 
data and operating history. There is usually little need to up
date these constraints unless the plant is debottlenecked or we 
want to study some new process configuration. 

Unfortunately, the remaining technical inputs which char
acterize plant performance are extremely difficult to maintain 
and update. For whether we measure the usage of equipment and 
u t i l i t i e s , the product yields, and the product properties directly 
from a plant survey or whether we compute these inputs using a 
process simulator fitted to the plant, one fact is uncomfortably 
clear. The values are good only for the feed and operating con

-1 current Address: Sun Petroleum Products Company, Toledo, OH. 

0-8412-0549-3/80/47-124-437$05.00/0 
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ditions at the time of the survey or specified in the computer, 

run. That is why the refinery LP database often contains inputs 

for more than one plant operation and the LP model "blends" these 

operations to approximate plant performance on a new feed or at a 

new operating level. 

To facilitate the maintenance and updating of plant perfor

mance inputs, we have developed and implemented an LP preproces

sor. This preprocessor automatically generates and stores in the 

LP database the usage of equipment and u t i l i t i e s , the product 

yields, and the product properties for six process units at Sun 

Petroleum Products Company's Toledo Refinery. Linked to the pre

processor are three already existing process simulators: a f luid 

catalytic cracker or FCC simulator, a hydrocracker simulator, and 

a catalytic reformer simulator. 

In this paper, we describe the preprocessor, the process sim

ulators, and how we linked them together. We also discuss some 

LP results made possible through the use of the preprocessor. 

The Preprocessor 

The operation of the preprocessor is shown schematically in 

Figure 1. There are five basic steps: 

ο Select crude assay data 

ο Build and report input tables 

ο Generate crude data 

ο Generate process data 

ο Build and access LP data tables 

In the f i r s t step, the preprocessor accesses the disc f i l e 

which contains a l l of Sun Petroleum Products Company's crude 

assays. The preprocessor extracts assay data for those crudes 

which the user has identified by card input as part of the base 

crude mix or to be made available to the LP model as an incre

mental refinery feed. The user can identify up to ten crudes 

any five of which can be designated as incremental. 

In the second step, the preprocessor builds and prints out 

tables showing the extracted crude assay data. The preprocessor 

also prints out in tabular form a l l information which the user 

has specified by card input for the following process units: 

ο Crude distillation unit 

ο Propane deasphalter 

ο FCC 

ο Gas o i l hydrocracker 

ο Motor reformer 

ο BTX reformer 

Base operating conditions and unit parameters for these six units 

are stored in the preprocessor. The user, through card input, 

may alter any of the base values to define a new base operation 

or to add one or more alternate operations. 

In the third step, the preprocessor generates the yields and 

properties of the products obtained by crude distillation and 
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SIMULATOR 

SUBROUTINES 
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DATA 
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CRUDE 
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DATA 
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INPUT 

T A B L E S 
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Figure 1. Program flowsheet of LP preprocessor 
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propane deasphalting of the base crude mix and of each incremental 

refinery feed. The preprocessor uses only simple correlations 

and interpolation procedures to transform the laboratory crude 

assay data into results applicable to the distillation and de-

asphalting operations in the refinery. 

In the fourth step, the preprocessor generates plant per

formance data for the FCC, gas o i l hydrocracker, motor reformer 

and BTX reformer. For each of these process units, the prepro

cessor calls the appropriate process simulator which computes the 

usage of equipment and u t i l i t i e s , product yields, and product 

properties for a l l base and alternate operations specified by the 

user. For a l l of the FCC operations, the feed properties are 

those of the atmospheric plus vacuum gas o i l from the base crude 

mix blended with a specified fraction of deasphalter overhead. 

For a l l of the hydrocracker operations, the feed properties are 

those of the heavy naphtha from the base crude mix blended with 

a specified fraction of light cycle o i l from the base FCC oper

ation. For a l l of the motor reformer operations, the feed prop

erties are those of the motor naphtha from the base crude mix 

blended with heavy hydrocrackate from the base hydrocracker op

eration. For a l l of the BTX reformer operations, the feed prop

erties are those of the BTX naphtha from the base crude mix 

blended with light hydrocrackate from the base hydrocracker oper

ation. Finally, for each process unit, the process simulator 

computes the change in plant performance associated with a fixed 

perturbation of each feed property about the base operation. 

In the f i f t h and f inal step, the preprocessor assembles the 

plant performance inputs into tables which are printed out at the 

same time they are stored in the Toledo LP database. 

The FCC Simulator 

The original FCC simulator was a stand-alone computer pro

gram purchased from the Pace Company of Houston, Texas. The pro

gram proceeds through a set of correlating equations to predict 

the performance of the reactor, regenerator and product fraction-

ator sections of a f luid catalytic cracking unit. There are 

three nested convergence loops in the program (see Figure 2): 

ο Recycle rate and composition 

ο Conversion per pass 

ο Regenerator heat balance 

Part or a l l of three FCC products heavier than gasoline can 

be recycled from the fractionator back to the reactor: the light 

cycle o i l which at Toledo is a prime hydrocracker feed, the heavy 

cycle o i l which is usually recycled, and the bottoms or slurry 

o i l , part of which must be recycled to return entrained catalyst 

to the unit. The program offers six recycle options. For any 

option, the user specifies five out of the following eight re

cycle variables: 
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SET UP RUN SET UP RUN 

USER INPUT USER INPUT 
COMPUTE FJ?ESH FEED 

CRACKABILITY 

RESET REGENERATOR 
VARIABLE 

FCC PROGRAM 
CONSTANTS 

COMPUTE TOTAL CYCLE 
OIL PROPERTIES 

COMPUTE RECYCLE 8 
WITHDRAWAL RATES 

ADJUST CYCLE OIL 
CUTPOINTS 

- IF NECESSARY 

COMPUTE CAT 
CIRCULATION RATE 

COMPUTE NEW 
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Figure 2. Program of FCC simulator 
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o Withdrawal rate of light cycle o i l 

ο Recycle rate of light cycle o i l 

ο Ini t ia l boiling point of heavy cycle o i l 

ο Withdrawal rate of heavy cycle o i l 

ο Recycle rate of heavy cycle o i l 

ο Final boiling point of heavy cycle o i l 

ο Withdrawal rate of slurry o i l 

ο Recycle rate of slurry o i l 

The remaining three variables are determined by trial-and-error 

in the inner convergence loop. 

Conversion per pass is the principal correlating variable in 

the equations predicting recycle rate and composition. In the 

second loop, this variable is resolved by computing the catalyst 

circulation rate which simultaneously satisfies the reactor heat 

balance and supports the conversion per pass. 

In the third and outer loop, the program adjusts a user-se

lected regenerator variable to satisfy the heat balance in the 

catalyst regenerator. 

The FCC simulator program was converted to subroutine form 

a few years ago and incorporated into a nonlinear programming 

model representing a complex of process units in the Toledo re

finery. It is this subroutine version which has been linked with 

the LP preprocessor. 

The Hydrocracker Simulator 

The original hydrocracker simulator was developed in-house 

as a stand-alone computer program. The program is based on a 

fundamental reaction kinetic model and predicts the performance 

of two multi-bed reactors with inter-bed quench zones, high and 

low pressure separators, and a product fractionator. Figure 3 is 

a simplified flowsheet of the Toledo hydrocracker. The hydro-

cracker feed is defined by twenty-six components which can under

go hydrocracking, ring opening, hydrodealkylation, hydrogénation 

and denitrogenation reactions. Reaction rate expressions reflect 

the dual function nature of the catalyst and the inhibiting ef

fects of adsorption. 

The program numerically integrates the differential compo

nent and heat balances for the combined feed and recycle gas 

through the individual beds of both reactors accounting for the 

addition of cold quench gas between reactor beds and the re

cycling of fractionator bottoms to the second reactor inlet . 

There are two nested convergence loops in the program (see Figure 

4): 
ο Recycle rate and composition 

ο Conversion per pass 

In the inner loop, the rate and composition of fractionator 

bottoms recycle are determined by successive substitution some

times accelerated by a secant method. The rate and composition 

of recycle plus makeup gas routed to the reactor inlets and 
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USER 
INPUT 
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Figure 4. Program flowsheet of hydrocracker simulator 
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quench zones are also determined in the same inner loop using 
successive substitution. 

In the outer loop, bed i n l e t temperatures in the second re
actor are a l l adjusted by equal increments as the program con
verges on a target conversion per pass. 

The hydrocracker simulator was also converted to subroutine 
form for inclusion in the nonlinear programming model of the 
Toledo process complex. The subroutine was considerably simpli
f i e d , however, to save computer time and memory. The major d i f 
ferences are: (1) the fractionation section is represented by 
correlations instead of by a multi-stage separation model, (2) 
high pressure flash calculations use fixed equilibrium K-values 
instead of re-evaluating them as a function of composition, and 
(3) the beds in each reactor are treated as one isothermal bed, 
eliminating the need for heat balance equations. 

The Reformer Simulator 

The o r i g i n a l reformer simulator was a stand-alone computer 
program purchased from the Pace Company of Houston, Texas. The 
program is based on a reaction kinetic model and predicts the 
performance of up to fi v e fixed bed reactors with interheaters 
and a high pressure flash separator. In i t s present version, 
the stand-alone program handles a feed defined by thirty-nine 
components undergoing dehydrogenation, dehydrocyclization, hy-
drocracking, hydrodealkylation, and isomerization reactions. Re
action rate expressions r e f l e c t the dual function nature of the 
catalyst, but adsorption effects are neglected. The program nu
merically integrates the d i f f e r e n t i a l component and heat balances 
for the combined feed and recycle gas through the reactors, per
forms the flash calculations in the high pressure separator, and 
computes the properties of the C 5 + portion of the reformer prod
uct. 

There are two nested loops in the program (see Figure 5 ) : 
ο Composition of the recycle gas 
ο Octane number of the C 5 + reformate 

In the inner loop, the composition of the hydrogen recycle 
gas is determined by successive substitution. If a target ref
ormate octane is specified, an outer loop adjusts the i n l e t temp
eratures to a l l the reactors by equal increments u n t i l the target 
is reached. 

The reformer simulator was converted to subroutine form for 
inclusion in nonlinear programming models of two refinery com
plexes. To save computer time and memory, the subroutine uses a 
linearized version of the o r i g i n a l k i n e t i c model, with 28 compo
nents and 33 reactions. Instead of numerical integration, the 
linearized model is solved a n a l y t i c a l l y at constant temperature, 
pressure, and to t a l mois using special subroutines to find the 
eigenvalues and eigenvectors of the reaction rate constant matrix. 
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Figure 5. Program flowsheet of reformer simulator 
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Linking The FCC Simulator To The Preprocessor 

The FCC simulator requires a description of the feed in terms 

of measured properties such as gravity, distillation, and Rams-

bottom carbon, as well as properties derived from physical mea

surements such as molecular weight and percent carbon in aromatic 

and cycloparaffin rings. A l l of the necessary properties are re

ported in the crude assay for two standard gas o i l cuts. The 

preprocessor creates the properties of the base FCC feed by (1) 

adjusting the standard cuts of each crude in the base mix ac

cording to the cutpoints specified for the atmospheric and vacuum 

gas oils from the crude distillation unit and (2) computing the 

blended properties of the base FCC feed composed of atmospheric 

and vacuum gas oils from each crude according to its proportion 

in the base mix along with a specified fraction of deasphalter 

overhead. Adjustment of the properties of the standard crude 

assay cuts is done by linear interpolation using the midpoint be

tween i n i t i a l and final boiling points as the independent var i 

able. Properties are blended according to volume so that mea

surements expressed in weight percent are multiplied by specific 

gravity to put them on a weight per unit volume basis. Instead 

of blending molecular weight, the preprocessor blends specific 

gravity divided by molecular weight. 

The FCC simulator also requires a description of the unit and 

its operation in terms of equipment dimensions and constraints, 

operating variables and unit parameters. Standard or default 

values for a l l of these are stored in the preprocessor database. 

The user, however, can change the values of any of the following 

in specifying the base and alternate FCC operations: 

ο Seven operating variables including reactor 

bed temperature and fresh feed rate 

ο Twenty-seven unit parameters including re

actor efficiency and gasoline selectivity 

ο Steam and operating cost factors 

ο Maximum regenerator bed temperature 

When the FCC simulator was linked to the preprocessor and 

tested on alternate operations and feed perturbations, it was 

discovered that the simulator would sometimes f a i l to converge 

in either the recycle loop or the conversion per pass loop. In 

case this happens, the user can change the i n i t i a l estimates of 

the f inal boiling point of the heavy cycle o i l and the conversion 

per pass for the base or any alternate FCC operation. To assist 

the user in selecting new estimates, the preprocessor prints out 

the following whenever the FCC simulator fa i ls to converge: 

ο Identity of operation or feed property change 

when failure occurred 

ο Values of a l l operating and feed variables at 

the time of failure, including the last-com

puted heavy cycle o i l endpoint and conversion 

per pass 

American Chemical 
Society Library 

1155 16th st. N. w. 
Washington, D. C. 20036 
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448 COMPUTER APPLICATIONS TO C H E M I C A L ENGINEERING 

To avoid convergence problems during feed perturbation runs of 

the FCC simulator, we have made adjustments to the size of each 

feed property change and reset a l l i n i t i a l estimates before each 

feed perturbation to the values computed by the simulator for the 

base FCC operation. 

Linking The Hydrocracker Simulator To The Preprocessor 

The feed to the hydrocracker consists of the heavy naphtha 

cut from the base crude mix and light cycle o i l from the base FCC 

operation. The hydrocracker simulator requires a description of 

each of these feeds in terms of the hydrocarbon components shown 

in Table I. Since these components are not directly measured in 

the crude assay nor are they predicted by the FCC simulator, 

special techniques were developed to estimate them from available 

data. 

For the heavy naphtha cut from the base crude mix, the f o l 

lowing technique is used by the preprocessor: 

1. From each crude assay, the density, molecular 

weight, and average aromatic and cycloparaffin 

rings per molecule are obtained for both the 

saturate and aromatic fraction from each of the 

two gas o i l cuts dis t i l led in the laboratory. 

2. These data are linearly extrapolated to the 

heavy naphtha cut specified for the crude dis

t i l la t ion unit. Again, midpoint between i n i t i a l 

and f inal boiling points is the independent 

variable. 

3. Component mol fractions in each heavy naphtha cut 

are then determined by solution of a set of 

equations. The equations include aromatic and 

cycloparaffin ring balances as well as em

pir ica l equations relating ring distribution 

to ring average. Coefficients for the em

pir ica l equations were derived from mass 

spectrometer analytical data on a number of 

virgin hydrocracker feeds. 

4. Blended component fractions are computed for 

the heavy naphtha cut from the base mix. 

For the light cycle o i l from the base FCC operation, a cor

relation predicts the component mol fractions based on various 

properties computed by the FCC simulator. These properties in

clude density, molecular weight, and percent carbon as aromatic 

ring and cycloparaffin ring. The correlation is based on mass 

spectrometer data on FCC cycle o i l s . 

The hydrocracker simulator also requires a description of 

the unit and its operation in terms of equipment dimensions and 

constraints, operating variables, and unit parameters. Standard 

or default values are stored in the preprocessor. The user can 

change the values of any of the following in specifying the base 
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25. P O L L A C K AND LiEDER Refinery Linear Programming 449 

TABLE I 

HYDROCARBON COMPONENTS RECOGNIZED BY 

HYDROCRACKER SIMULATOR 

Hydrogen 

Methane 

Ethane 

Propane 

i / n Butanes 

C 5 / C 6 Paraffins 

Benzene 

Methylcyclopentane 

C 7 - C 1 2 Paraffins 

Single Ring Cycloparaffins 

Single Ring Aromatics 

C 13 + P a r a f f i n s 

Double Ring Cycloparaffins 

Double Ring Aromatic Cycloparaffins 

Double Ring Aromatics 

Multi Ring Cycloparaffins 

Multi Ring Aromatic Cycloparaffins 

Multi Ring Aromatics 
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450 COMPUTER APPLICATIONS TO C H E M I C A L ENGINEERING 

and alternate operations: 

ο Eight operating variables including con

version per pass and feed rate 

ο Five unit parameters including catalyst 

metal and acid activities in both re

actors 

ο Fuel, steam and operating cost factors 

No convergence problems were found in linking the hydro-

cracker simulator to the preprocessor and running on a wide range 

of alternate operations and feed property changes. 

Linking The Reformer Simulator To The Preprocessor 

The reformer simulator also requires a description of the 

feed in terms of hydrocarbon components. These are shown in 

Table II. Fortunately, most of these components are measured in 

the crude assay and are predicted by the hydrocracker simulator. 

For the motor and BTX naphthas from the base crude mix, the 

preprocessor (1) determines the amount of each component present 

in the crude, ( 2 ) computes the fraction dis t i l led overhead for 

each component at the naphtha cutpoints specified for the crude 

distillation unit, (3) constructs for each naphtha the compo

sition of the material remaining between the i n i t i a l and final 

boiling points, and ( 4 ) computes the blended compositions of the 

motor and BTX naphthas from the base crude mix. 

For the heavy and light hydrocrackates, the hydrocracker 

simulator includes a product fractionation subroutine which dis

tributes components between adjacent fractionator cuts using a 

Fenske-type formulation. 

Standard or default values for the motor and BTX reforming 

operations are stored in the preprocessor. The user can change 

the values of any of the following in specifying the base or any 

alternate operation: 

ο Six operating variables for the motor re

former, nine for the BTX reformer, in

cluding target reformate octane and feed 

rate 

ο Three unit parameters including metal and 

acid activities of the catalyst in the 

idealized single reactor 

ο Fuel, steam, operating cost, and capacity 

factors 

To speed the operation of the preprocessor, the convergence 

loops in the linked reformer simulator have been modified. In 

the inner loop, after a certain number of iterations, the mole 

fractions of C 4 and heavier in the recycle gas are held constant. 

It was found that slight variations in these components (which 

are assumed to react in the reforming kinetic model) slowed down 

the rate of convergence without materially improving the accuracy 

of the results. 
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P O L L A C K AND LiEDER Refinery Linear Programming 

TABLE II 

HYDROCARBON COMPONENTS RECOGNIZED BY 

REFORMER SIMULATOR 

Hydrogen 

Methane 

Ethane 

Propane 

i-Butane 

n-Butane 

Pentanes + Cyclopentane 

Hexanes 

Cyclohexane 

Me thyIcyclopentane 

Benzene 

Heptanes 

Methylcyclohexane 

C 7 Cyclopentanes 

Toluene 

C 3 Paraffins 

Cg Cycloparaffins 

Cg Aromatics 

C 9 Paraffins 

C 9 Cycloparaffins 

Cg Aromatics 

C " L O Paraffins 

c10 c y c l ° P a r a f f i n s 

C ^ Q Aromatics 

c l l + Paraffins 

Cn+ Cycloparaf fins 

Cn Ί+ Aromatics 
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452 COMPUTER APPLICATIONS TO C H E M I C A L ENGINEERING 

For the outer loop, the preprocessor adjusts isothermal temp

erature by secant method to satisfy the target octane. 

Structure Of The Preprocessor-Generated LP Model 

The preprocessor generates the following activities in the 

refinery LP matrix: 

1. Activities in the crude distillation unit sub-

matrix represent the base crude mix operation 

and up to five incremental crude operations. 

To preserve their properties for downstream 

processing or product blending, the d i s t i l 

lation cuts from each crude unit activity 

enter separate and distinct stream balance 

rows. 

2. Activities in the propane deasphalting (PDA) 

unit submatrix represent the operations on 

vacuum tower bottoms from the base crude mix 

and from the incremental crudes. The de-

asphalter overhead streams from a l l activities 

enter one stream balance row with common prop

erties. Each deasphalter bottoms enter a sep

arate row for No. 6 fuel o i l blending. 

3. Activities in the FCC, hydrocracker, motor 

and BTX reformer submatrices represent (1) 
feed streams from each of the crude operations 

and from other process units, (2) material 

transfers between process units simulating 

a change in crude distillation cutpoint, (3) 
base and alternate operations, and (4) changes 

in each feed property. 

For these activities, the preprocessor computes coeffi

cients in the following refinery LP rows: 

ο Fuel and steam balance rows 

ο Operating cost row 

ο Equipment usage rows limiting equipment capacity 

ο Stream balance rows 

ο Property blending rows to meet product specifi 

cations 

In addition, for each of the major downstream processing units 

(FCC, hydrocracker, motor and BTX reformers), the preprocessor 

generates a set of feed property balance rows. It is through 

these rows and the corresponding feed property change activities 

that the unit performance can respond to changes in crude mix and 

distillation cutpoint as well as changes in properties or pro

portion of feed from other process units. 

To see how this is accomplished, let us examine the general 

structure of a downstream processing unit submatrix (Figure 6). 
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454 COMPUTER APPLICATIONS TO C H E M I C A L ENGINEERING 

Each feed activity enters a separate stream balance row with 

a +1 coefficient signifying that it is a destination for that 

particular stream produced elsewhere in the refinery model. It 

also enters the unit volume balance row with a -1 coefficient as 

a source of material for the unit's operation activities. The 

properties for each feed activity are entered with sign reversed 

in the feed property balance rows. 

Each material transfer activity enters a separate stream 

balance row with a +1 or -1 coefficient depending on whether the 

cutpoint change transfers material into or out of the unit. Each 

of these activities also enters the unit volume balance row and 

the feed property balance rows with appropriate sign. Feed prop

erties for a material transfer activity are calculated by the 

preprocessor and represent base crude mix properties at the cor

responding crude distillation cutpoint. 

Each operation activity enters the unit volume balance row 

with a +1 coefficient. Feed properties for each operation ac

t ivi ty are entered in the feed property balance rows. Product 

yields from each operation activity are entered with a negative 

sign in stream balance rows. Operating cost and usage of fuel, 

steam and equipment for each operation enter corresponding rows. 

The feed and material transfer activities provide the ma

terial and feed properties for the operation activities. There 

must, of course, be an exact volume balance. If there is an im

balance in feed properties, however, the feed property change ac

t ivi t ies must close the balance and cause changes in plant per

formance. 

A more usual LP formulation for handling changes in feed 

composition to a process unit is to enter performance values for 

each feed activity, assuming each feed is run at base operating 

conditions. Performance values are also entered for alternate 

operation activities , assuming they are run on the base feed. 

There are several advantages to using the feed property balance 

rows and change activities : 

ο The LP may change feed properties without re

ducing the operating space provided by the 

base and alternate operations, 

ο Since the increments of feed property change 

are small, the LP has a better linear approxi

mation of plant performance about the base feed, 

ο Shadow prices on the feed property rows provide 

a way to marginally evaluate new feedstocks 

without running the process simulators. 

Preprocessor Applications And Use 

Development of TOLPREP, the LP preprocessor system, was 

sponsored by Sun Petroleum's Toledo refinery as an improved 

method to perform a variety of economic studies. Since down

stream refinery unit performance is affected by variations in 
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25. P O L L A C K AND LiEDER Refinery Linear Programming 455 

crude type, the preprocessor system is chiefly viewed as a method 

of incorporating these variations into economic evaluations. Ob

viously, the most applicable tasks will involve crude o i l a l lo 

cations, evaluation and other problems involving optimum raw ma

terial slates at the refinery. 

Specific crude o i l evaluations have been successfully per

formed by the use of the system. Other applications are being 

developed and will be tried shortly. Although we have just 

started to use the system, the following points have been esta

blished: 

1. Reliability and usability of the system are ac

ceptable, although some improvements are sug

gested between the preprocessor and LP steps. 

2 . Evaluations of one specific case indicated an 

optimum rate for a crude as an incremental re

finery charge. This rate was a unique develop

ment of the preprocessor system and accompanying 

LP run and would not have been properly as

certained by a conventional LP approach. Pre

liminary evaluations indicate that the peaking 

of refinery profit as incremental crude rate 

increases is real ist ic . 

3. Use of the system for future raw material de

cisions will improve refinery profitability and/ 

or indicate specific expansion/revamp areas to 

be evaluated. In general terms, the results are 

acceptable and believable and additional appli

cations of the system will develop as it is put 

into extensive use at Toledo. 

An Example 

Ini t ia l ly , uses of the TOLPREP system have centered on crude 

o i l evaluation. Here is a specific example of such an évaluât ion <· 

A preprocessor case was developed with capability of running 

both Toledo's base crude mix and the incremental under consid

eration. This base prepared by the preprocessor was then run as 

an LP case. 

Incremental crude was i n i t i a l l y precluded from the refinery 

charge in the f i r s t LP case and a reasonable LP representation of 

the Toledo refinery was generated. In this case, there was a 

dual price associated with the precluded incremental crude indi 

cating that it had a significant value as a refinery charge, for 

the f i r s t increment of the crude. 

Alternative cases were developed by using a parametric LP 

approach to replace part of the base crude mix with incremental 

crude. This approach allowed the evaluation of the incremental 

crude, as a refinery charge, at a series of increasing rates to 

the refinery and gave some surprising results. The most impor

tant result was that optimum profitabili ty of the crude occurred 
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456 COMPUTER APPLICATIONS TO C H E M I C A L ENGINEERING 

at less than the maximum possible rate for that crude. 
Refinery p r o f i t as measured by the LP objective function in

creased as the incremental crude was charged to the refinery. At 
a point equal to about 50% of the available incremental crude, 
however, the p r o f i t function began to decline. The p r o f i t at 
maximum incremental crude rate actually ended up at a lower value 
than the i n i t i a l LP case value using this parametric approach. 

The reasons for the r i s e and f a l l in p r o f i t were complex, 
but involved factors which could only have been r e a l i s t i c a l l y 
assessed by an LP model whose downstream processing yields re
sponded to the following changes: 

1. Changes in the v i r g i n / c a t a l y t i c charge r a t i o 
to the hydrocracker. 

2. Changes in the crude tower cut temperatures, 
between reforming, hydrocracking, and FCC 
feeds. 

3. Changes in the r a t i o of crude-derived to hy-
drocracker-derived charge to both c a t a l y t i c 
reformers. 

Properly representing the y i e l d effects of these changes 
without the preprocessor-generated LP model would have been such 
an enormous task in terms of manpower and computer time that, 
frankly, it would not have been attempted. 

Further Plans 

The Toledo refinery plans to use the preprocessor system in 
a similar manner on other studies. However, the system will be 
implemented using an evolutionary approach. An immediate use 
of the preprocessor for a l l studies and work in this area would 
not be r e a l i s t i c . 

Routine crude evaluations are presently accomplished at 
Toledo by a method which does not accurately consider the rate of 
the incremental crude. Problems can develop with the capacity 
and operating f l e x i b i l i t y of various downstream units when the 
incremental crude rate reaches s i g n i f i c a n t levels. We plan to 
use the preprocessor to expose and avoid such problems. 

Expansion of this preprocessor-based evaluation procedure 
to include investigation of several crudes by the parametric 
method is the next appropriate application and is underway now. 

Literature Cited 

Manne, Alan S., "Scheduling of Petroleum Refinery Opera
tions," Harvard Economic Studies, Vol. 48, Harvard Univer
sity Press, Cambridge Mass. 1956. 

Symonds, Gifford, H., "Linear Programming: The Solution Of 
Refinery Problems," Esso Standard Oil Company: New York, 
1955 

RECEIVED November 5, 1979. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
5

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



26 
Optimal Design of Batch Ultrafiltration-Diafiltration 
Process 

ELMER H. HSU, STUART BACHER, and CARLOS B. ROSAS 

Merck, Sharp, & Dohme Research Laboratories, Rahway, NJ 07065 

Ultrafiltration, which uses selective membranes to sepa
rate materials on the basis of different molecular sizes, has 
become a valuable separation tool for a wide variety of 
industrial processes, particularly in the separation of dis
persed colloids or suspended solids. In many cases where a 
high degree of separation is desired, a batch ultrafiltration 
process is used because it is the most economical in terms of 
membrane area. 

A comprehensive mathematical analysis of batch ultrafil
tration coupled with diafiltration is presented. The time cycle 
of the ultrafiltration-diafiltration has been correlated with 
the volume initially charged, percent of solute recovered, 
membrane area and flux. The optimum diafiltration volumes which 
result in the minimum cycle time or the minimum membrane area 
were solved for in terms of the operating conditions. 

For a product recovery of 96 percent, optimum solutions 
were obtained and are presented graphically via design charts. 
The design charts plot the optimum diafiltration volume and 
total time cycle as a function of other operating conditions, 
i.e., initial volume, recovery, membrane area and flux. For a 
recovery other than 96 percent, the optimum solution can be 
obtained using the equations developed in this paper in a 
similar manner. 

Introduction 

Numerous studies relating to the application of ultra
filtration have been presented in the literature. For example, 
protein ultrafiltration has been studied by Kozinski (1972). 
Separations of complex aqueous suspensions and organic solu
tions have been reported by Bhattacharyya (1974, 1975). 
Industrial applications have been reviewed by Klinkowski (1978). 
Theoretical aspects of ultrafiltration have been discussed by 
Michaels (1968), Porter (1972), Shen (1977) and others. 

Often where a high degree of separation is desired, a 

0-8412-0549-3/80/47-124-457$05.00/0 
© 1980 American Chemical Society 
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458 COMPUTER APPLICATIONS TO C H E M I C A L ENGINEERING 

batch u l t r a f i l t r a t i o n process is p r e f e r r e d because it is the 
most economical in terms o f membrane are a . However, due to the 
decrease in membrane f l u x as the s o l i d s c o n c e n t r a t i o n i n c r e a s e s , 
the batch s e p a r a t i o n is normally c a r r i e d out in two s t a g e s . 
F i r s t the d i l u t e batch is c o n c e n t r a t e d to a s p e c i f i c p o i n t . 
Then, water is added c o n t i n u o u s l y w h i l e the f i l t r a t i o n c o n t i n u e s 
at n e a r l y constant f l u x . T h i s l a t t e r f i l t r a t i o n stage, when 
water is added to m a i n t a i n a constant f l u x , is r e f e r r e d to as 
d i a f i l t r a t i o n . Proper c h o i c e o f the d i a f i l t r a t i o n s t a r t i n g time 
can minimize the r e q u i r e d membrane are a , which is o f t e n the 
major p a r t o f the c a p i t a l c o s t in an u l t r a f i l t r a t i o n p r o c e s s . 
Due to the c o m p l i c a t i o n o f d i a f i l t r a t i o n , d e t e r m i n a t i o n o f the 
optimum u l t r a f i l t r a t i o n c y c l e n o r m a l l y r e q u i r e s time consuming 
experimental work or t e d i o u s c a l c u l a t i o n s . 

In this paper, complete mathematical f o r m u l a t i o n s f o r c o r 
r e l a t i n g the time c y c l e s w i t h o t h e r o p e r a t i n g c o n d i t i o n s are 
p r e s e n t e d . The optimum d i a f i l t r a t i o n c y c l e ( i n terms of volume 
f r a c t i o n ) , and the t o t a l c y c l e time are s o l v e d as f u n c t i o n s o f 
membrane are a , f l u x , i n i t i a l volume and r e c o v e r y . Convenient 
c h a r t s , which can be used as a guide in d e s i g n i n g or m o d i f y i n g 
an u l t r a f i l t r a t i o n p r o c e s s , are p r o v i d e d . 

Mathematical F o r m u l a t i o n 

The schematic o f a t y p i c a l b a t ch u l t r a f i l t r a t i o n process 
used f o r s e p a r a t i n g suspended s o l i d s is shown in F i g u r e 1. 
The o p e r a t i n g tank is charged i n i t i a l l y w i t h a f i x e d volume 
of s l u r r y . Then, the s l u r r y is c i r c u l a t e d c o n t i n u o u s l y 
through the membrane at a h i g h flow r a t e . A h i g h degree o f 
t u r b u l e n c e is maintained so t h a t the c o n c e n t r a t i o n p o l a r i z a t i o n 
f i l m t h i c k n e s s on the membrane s u r f a c e is minimized and the 
h i g h e s t p o s s i b l e f l u x is a t t a i n e d , ( K l i n k o w s k i , 1978). As the 
permeate is c o n t i n u o u s l y removed, the s l u r r y volume in the 
o p e r a t i n g tank d e c r e a s e s . Thus, the s o l i d c o n c e n t r a t i o n 
i n c r e a s e s , and the f l u x drops a c c o r d i n g l y . To a v o i d h a v i n g 
a f l u x too low to be p r a c t i c a l at v e r y low o p e r a t i n g volume, 
d i a f i l t r a t i o n is adopted toward the l a t t e r stage o f the 
f i l t r a t i o n . During the d i a f i l t r a t i o n phase, the r a t e o f water 
added is kept equal to the f l u x so t h a t the s o l i d s c o n c e n t r a 
t i o n and, thus, f l u x can be maintained n e a r l y c o n s t a n t . 

A m a t e r i a l balance on the s o l u t i o n in the o p e r a t i n g tank 
d u r i n g d i a f i l t r a t i o n g i v e s the f o l l o w i n g e q u a t i o n 

-V DdC = JrjACdt (1) 

Where V D = volume d u r i n g the d i a f i l t r a t i o n stage 
C = S o l u t e c o n c e n t r a t i o n 
Jj) = f l u x d u r i n g d i a f i l t r a t i o n 
A = membrane area 
t = time 
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RETURN BLEED 

OPERATING 
TANK 

• Q 
FEED 
PUMP 

PERMEATE 

MEMBRANE 

•Q—1 

RECIRCULATION 
PUMP 

Figure 1. Flow diagram of batch ultrafiltration process 
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Integration of Eq. (1) from the beginning of the d i a f i l t r a 
tion phase, Tu, to the end, T, gives 

C f = C 0 EXP ΓA Jp (Tu - Τ ) η (2) 
I- VD J 

Where C Q
 = i n i t i a l solute concentration 

Cf = f i n a l solute concentration 

The fraction recovery of the solute, R, is defined as 

R = 1.0 - c f v P (3) 
CoVo 

Where Vo = i n i t i a l volume 
From Equations (2) and (3), the tot a l time cycle, T, can be 
solved by eliminating Cf and Co. 

Τ « Tu + ^ in Γ VD η ( 4 ) 

A JD L (1 - R) Vo J 
By l e t t i n g Κ = AJp/Vo, and U D = VD/Vo, the above equation 

can be rewritten as 

T = Tu 3 h Γ / Ί
υ Ρ , Ί Κ L (1 - R) J (5) 

From inspection of Equation (5), it can be seen that the 
tota l time cycle is the sum of u l t r a f i l t r a t i o n and the d i a -
f i l t r a t i o n cycles with the d i a f i l t r a t i o n cycle given by the 
second term on the right-hand side of the equation. 

During the u l t r a f i l t r a t i o n phase, the d i f f e r e n t i a l volume 
change in the operating tank can be related to the membrane 
flux by 

- dV = J A dt (6) 

The membrane flux, J, is in general a logarithmic function 
of the suspended solids concentration in the slurry (Michaels, 
1968) 

J = m In f - + b (7) So 
The slope, m, and the intercept, b, are constant for a 

given u l t r a f i l t r a t i o n process. Since the product of solids 
concentration and total volume in a given batch is always a 
constant, the flux can also be expressed as 

J = m In ψ + b (8) 

Substituting the above relationship for J in Equation (6), 
one obtains 
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26. HSU E T A L . Batch Ultrafiltration-Diafiltration 461 

- g = m A ln ^ + bA (9) at ν 
There are four parameters (m, b, A, and Vo) in the above 

equation. Letting U = V/Vo, Ρ = mA/Vo, and Q = bA/Vo, 
Equation (9) is reduced to a two-parameter equation 

" Έ * p l n Φ + Q <10> 
By substituting X = Ρ ln ( ^ ) + Q and ^ = - P ^ 

Equation (10) can be transformed to 

e ( - Q / P ) Ρ dt = ! d X ( 1 1 ) 

Integration between the beginning of the operation (t = 0; 
V = Vo) to the end of the u l t r a f i l t r a t i o n phase (t = Tu; V = Vp) 
yields the expression for the u l t r a f i l t r a t i o n time cycle. 

1 (Q / P)fr r / , χ , Ρ In (Vo/Vn) + Q 
Tu = - e w / Ί[ΐη [Ρ In (VO/VD) + Q] ψ-3*1 * 

. [ P ln (Vo/Vp) + Q] 2 [ P ln (Vo/Vp) + Q] 3 . η 
+ —TT.—T~P2 3-3!· P3 + . . . . J 

(12) 

Since the i n i t i a l volume, recovery, membrane area and flux 
parameters (m, b) are a l l constant and known or specified, the 
to t a l batch cycle time is a function of the r e l a t i v e d i a f i l t r a -
tion volume (Vo/Vd) only. The optimum can be determined by 
d i f f e r e n t i a t i n g Equation (5) with respect to Up and setting 
the result to zero, i . e . 

|T = â I u + | T p . ( 1 3 ) 

3Up 9 Up 3 up 

OR Di + D2 = 0 (14) 

m 1 ( 0 / p ) _ fJL + L· _ 2Kp(P/UD) + 3 K D
2 ( P / U D ) _ η 

Dl 7 e<Q/P> LiCUp + Up 2-2! · 3-3! . p3 * J 

1 Ρ 1 ( 1 5 ) 

D2 = ^ In [(1-R)/Up] - ^2 In [U-R)/UpJ + £ ( 1 6 ) 

Κ = Ρ ln ^- + Q (17) 
UP 
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E q u a t i o n (14) is an i m p l i c i t a l g e b r a i c e q u a t i o n o f the 
optimum r e l a t i v e d i a f i l t r a t i o n volume, UD. I t can be s o l v e d 
n u m e r i c a l l y by any one o f a number o f methods, e. g. Newton, 
Raphson Technique, (Lapidus, 1962). Once the v a l u e of UD is 
determined, the optimum time c y c l e s o f the u l t r a f i l t r a t i o n and 
d i a f i l t r a t i o n s t a g e s , Tu and To, can be c a l c u l a t e d r e a d i l y from 
Eqs. (12) and ( 5 ) . 

Use o f Design Charts 

I t has been shown t h a t the r e l a t i v e d i a f i l t r a t i o n volume 
and the t o t a l time c y c l e can be s o l v e d f o r in terms o f three 
parameters, P, Q, and R (Eqs. (14) and ( 5 ) ) . Thus, at a g i v e n 
r e c o v e r y , R, the v a l u e s o f UD and Τ can be o b t a i n e d f o r v a r i o u s 
v a l u e s o f Ρ and Q. C o n s i d e r i n g R as a parameter, p l o t s o f UD 
and Τ as f u n c t i o n s o f Ρ and Q can be made. The curves f o r batch 
u l t r a f i l t r a t i o n w i t h i n the f o l l o w i n g o p e r a t i n g ranges (P = -
0.02 to - 0.38; Q = 0.1 to 0.60; R = 0.96) are presented in 
this paper ( F i g u r e s 2 and 3 ) . 

The use o f the c h a r t s is s t r a i g h t forward. For each 
r e c o v e r y , there are two c o r r e s p o n d i n g c h a r t s . One determines 
the optimum time c y c l e and the o t h e r determines the optimum 
d i a f i l t r a t i o n volume. For the case where the i n i t i a l volume, 
membrane f l u x , d e s i r e d r e c o v e r y , and the time c y c l e are spec
i f i e d or known, the r e q u i r e d membrane area can be determined 
from the c o r r e s p o n d i n g Time Cycle Chart. The procedure is to 
f i r s t c a l c u l a t e Ρ and Q based on an assumed a r e a . Then, the 
time c y c l e is found from the c h a r t . F i n a l l y , the area is 
a d j u s t e d u n t i l the time c y c l e read from the c h a r t matches the 
s p e c i f i e d time c y c l e . Once the area is determined, the optimum 
r e l a t i v e d i a f i l t r a t i o n volume can be found from the c o r r e s p o n d 
i n g r e l a t i v e d i a f i l t r a t i o n Volume Chart. 

For the case when the membrane area and r e c o v e r y are known, 
the optimum c y c l e time and the r e l a t i v e d i a f i l t r a t i o n volume, 
f o r any amount o f i n i t i a l charge with any f l u x r a t e can be read 
d i r e c t l y from the c h a r t . Thus, the c h a r t s not o n l y a s s i s t the 
d e s i g n o f new p r o c e s s e s , they a l s o p r o v i d e a q u i c k quide to the 
e x i s t i n g p l a n t in a d j u s t i n g the p r o p o r t i o n o f the d i a f i l t r a t i o n 
c y c l e when o p e r a t i n g c o n d i t i o n s are changed or the membrane f l u x 
is a l t e r e d due to long-term f o u l i n g or d e t e r i o r a t i o n . They 
e l i m i n a t e the need f o r t e d i o u s c a l c u l a t i o n and minimize the 
amount of e x p e r i m e n t a l work r e q u i r e d to p r o v i d e an u l t r a f i l t r a 
t i o n process d e s i g n . 

Examples 

Use o f the d e s i g n c h a r t s is i l l u s t r a t e d by the f o l l o w i n g two 
examples : 

Case 1. D e t e r m i n a t i o n o f Membrane Area. Assume a batch, 
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26. Hsu E T AL. Batch Ultrafiltration-Diafiltration 465 

11,500 g a l l o n s in volume, t o be processed by the u l t r a f i l t r a t i o n -
d i a f i l t r a t i o n t e c h n ique. I f 96% is to be re c o v e r e d in 8 hours, 
and the f l u x curve f o l l o w s J = - 0.32 l n (Vo/V) + 0.88 g a l / h r -
f t 2 , then, the membrane are a r e q u i r e d can be determined as 
f o l l o w s : 

1) An a r b i t r a r y area is p i c k e d , A = 2300 f t 2 . 

2) Ρ and Q are c a l c u l a t e d 

Ρ = mA/Vo = - 0.064 

Q = bA/Vo = 0.176 

3) Τ is o b t a i n e d u s i n g F i g u r e 3 , Τ = 11 hours 

4) Since Τ is lon g e r than 8 hours, the area r e q u i r e d must be 
more than 2300 f t 2 ( P i c k A = 4600 f t 2 ) . 

5) Ρ and Q are r e c a l c u l a t e d . 

Ρ = - 0.128 

Q = 0.352 

6) Τ is o b t a i n e d u s i n g F i g u r e 3 Τ = 5.8 hours 

7) Now, Τ is s h o r t e r than 8 hours, A is decreased. ( P i c k A = 
3000). 

8) Again, Ρ and Q are c a l c u l a t e d . 

Ρ = -0.0835 

Q = 0.23 

9) Τ is o b t a i n e d u s i n g F i g u r e 3 Τ = 8 hours 

T h e r e f o r e , the r e q u i r e d membrane area is 3000 f t 2 . Now, 
with Ρ = -0.0835 and Q = 0.23, u s i n g the volume c h a r t , ( F i g u r e 
2), the optimum d i a f i l t r a t i o n volume is found to be 17%. 

Case I I ; Dete r m i n a t i o n o f Optimum Cy c l e Time & D i a f i l t r a -
Volume. I f the same process equipment is used to process the 
same amount o f b r o t h (Vo = 11,500 g a l ; A = 3,000 f t 2 ) , but the 
f l u x has dropped 20% (as a r e s u l t o f f o u l i n g ) , then f o r the same 
re c o v e r y (96%), the t o t a l p r o c e s s i n g time and the optimum 
d i a f i l t r a t i o n volume can be found d i r e c t l y from F i g u r e s 3 and 2. 
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Given: R = 0.96 
Vo = 11,500 
m = -0.32 χ 0.8 = -0.256 
b = 0.88 χ 0.8 = 0.704 

C a l c u l a t e d : Ρ = mA/Vo = -0.0668 
Q = bA/Vo = 0.184 

Found from F i g . 3: Τ = 10.3 hours 
from F i g . 2: VD/VO =0.18 

C o n c l u s i o n s 

The optimum time c y c l e and the r e l a t i v e d i a f i l t r a t i o n 
volume in the u l t r a f i l t r a t i o n - d i a f i l t r a t i o n process can be 
expressed as a f u n c t i o n o f three v a r i a b l e s , P, Q, and R. Ρ and 
Q are simple f u n c t i o n s o f the i n i t i a l volume, membrane a r e a , 
and f l u x (P = mA/Vo, Q = bA/Vo), and R is the s o l u t e r e c o v e r y . 
From these, the time c y c l e and r e l a t i v e d i a f i l t r a t i o n volume 
(VD/ V O ) can be s o l v e d at v a r i o u s v a l u e s o f m, b, Vo, A, and 
R (m and b are r e s p e c t i v e l y the s l o p e and i n t e r c e p t o f the f l u x , 
J = m In Vo/V + b ) . At a f i x e d r e c o v e r y , the optimum time 
c y c l e and the r e l a t i v e d i a f i l t r a t i o n volume become f u n c t i o n s o f 
o n l y two v a r i a b l e s Ρ and Q. Thus, the optimum o p e r a t i n g con
d i t i o n can be simply p l o t t e d as f u n c t i o n o f Ρ and Q. These 
p l o t s , p r o v i d i n g convenient and s u f f i c i e n t i n f o r m a t i o n , can be 
used as a guide in the d e s i g n and o p e r a t i o n o f the u l t r a f i l t r a 
t i o n p r o c e s s . 

The d e s i g n c h a r t s and the examples p r o v i d e d in this paper 
i l l u s t r a t e the simple procedure o f s o l v i n g a common u l t r a 
f i l t r a t i o n problem. In g e n e r a l , when P, Q and R f a l l beyond 
the covered ranges, a d d i t i o n a l c h a r t s can be r e a d i l y prepared 
by s o l v i n g the i m p l i c i t equations presented in this paper. 

Nomenclature 

A = Membrane area 
b = I n t e r c e p t o f f l u x curve 
c = S o l u t e c o n c e n t r a t i o n 
Cf = F i n a l s o l u t e c o n c e n t r a t i o n 
Co = I n i t i a l s o l u t e c o n c e n t r a t i o n 
Di = D e r i v i t i v e o f u l t r a f i l t r a t i o n time c y c l e w i t h r e s p e c t 

to UD 
D 2 - D e r i v i t i v e o f d i a f i l t r a t i o n time c y c l e w i t h r e s p e c t to 

UD 
J = F l u x 
J D " F l u x d u r i n g d i a f i l t r a t i o n phase 
Κ = J D A / V O 
m = Slope o f f l u x curve 
Ρ = mA/Vo 
Q = bA/Vo 
R = F r a c t i o n r e c o v e r y o f s o l u t e 
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26. HSU E T AL. Batch Ultrafiltration-Diafiltration 467 

S = Suspended s o l i d c o n c e n t r a t i o n 
So = I n i t i a l suspended s o l i d c o n c e n t r a t i o n 
t = Time 
Τ = T o t a l time c y c l e 
TD = Time c y c l e o f d i a f i l t r a t i o n phase 
Tu = Time c y c l e o f u l t r a f i l t r a t i o n phase 
U = Volume f r a c t i o n remained (V/Vo) 
UD = Volume f r a c t i o n remained in d i a f i l t r a t i o n phase (VD/VO) 
V = S o l i d f r e e liquid volume in o p e r a t i n g tank 
VD = Op e r a t i n g volume in d i a f i l t r a t i o n phase 
Vo = I n i t i a l liquid volume 
X = JA/Vo 
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27 
Yield Optimization in a Tube-Wall Reactor 

DANIEL TA-JEN HUANG and ARVIN VARMA 

Department of Chemical Engineering, University of Notre Dame, 
Notre Dame, IN 46556 

A tube-wall reactor, in which the catalyst is coated on the 
tube wall, is conceptually ideally suited for highly exothermic 
and equilibrium-limited reactions because the heat generated at 
the wall can be rapidly taken away by the coolant. Previous work 
(1) has numerically demonstrated that for highly exothermic 
selectivity reactions, the optimized tube-wall reactor is superior 
from both steady state production and dynamic points of view to 
the fixed-bed reactor. Also, the tube-wall reactor is being ad
vanced as a possible reactor for carrying out methanation in coal 
gasification plants (2). From a reaction engineering point of 
view, it therefore seems appropriate to analyze the reactor for 
the analytically resolvable case of complex first-order isothermal 
reactions. 

In the case of methanation, the tube-wall reactor (3,4) has 
the advantage of being able to accommodate feeds containing as 
much as 25% CO without recycle and yet operate under nearly iso
thermal conditions which greatly eases reactor control. Mathe
matically speaking, an isothermal model is one which uses only the 
material balance equations and drops the energy balance equation. 
As shown by Smith and Carberry (5), using the tube-wall reactor 
for the highly exothermic oxidation of naphthalene on V20^ catal
yst, dropping the energy balance equation still provides a rather 
accurate picture of the reactor conversion and yield behavior. 
Also Senkan et al. (6) and Schehl et al. (_3) have shown that for 
methanation, the material balance equation can be solved inde
pendently of the energy balance equation in diffusion-limited 
cases, because the effects of temperature variation on gas proper
ties essentially cancel each other. It is therefore justified to 
consider the isothermal model for the purpose of yield optimiza
tion. 

It is our purpose to optimize the performance of a tube-wall 
reactor with the reaction rate constants as parameters, and also 
with respect to some other key design parameters. 

Tube-Wall Reactor Model 

The following assumptions have been made: 

0-8412-0549-3/80/47-124-469$05.00/0 
© 1980 American Chemical Society 
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(1) Steady state operation is achieved. 
(2) To enhance mass transfer to and from the wall 

surface, the tube is packed with inert p e l l e t s . Thus, plug-flow 
in the a x i a l direction is assumed and only r a d i a l dispersion is 
considered, which are v a l i d not only for highly turbulent flow 
but even for r e l a t i v e l y low Reynolds number flow compared to the 
empty tube. 

(3) The catalyst a c t i v i t y is assumed to be constant. 
Because of excellent temperature control achievable in tube-wall 
reactors, thermal sintering of the catalyst is less l i k e l y than 
in a fixed-bed reactor. Some methods of avoiding catalyst de
activation or reducing the deactivation rate for methanation are 
described by M i l l s and Steffgen (7). 

(4) The physical properties of the gas and the mass 
transfer c o e f f i c i e n t are assumed to be independent of position in 
the reactor. 

(5) Since the catalyst f i l m coated is usually very thin, 
the catalyst may be considered to be only an active s u p e r f i c i a l 
surface and thus the gas/catalyst interface is assumed to coincide 
with the wall. 

The following f i r s t - o r d e r consecutive-parallel reaction 
scheme is used, which is in accord with the oxidation of naphtha
lene (1): 

k l k2 k3 A —>B —> C ; A —> D 
If C and D are the same, it is a triangular reaction, e.g., in the 
silver-catalyzed p a r t i a l oxidation of ethylene. By setting k^ 
equal to zero, we get a consecutive reaction: 

k l k2 A —> Β —> C 
And by setting k equal to zero instead, we get a p a r a l l e l 
reaction: . , 

1 3 A —> Β ; A —> D 
In a l l cases, Β is the desired product. In the following 

derivations, only the consecutive-parallel reaction scheme is 
considered, since the other two are just special cases of this 
more general scheme. With the l i s t of symbols given at the end, 
At the Catalyst Surface 

CwA = 1 + (k-îkj/k τ
 ( 1 ) 

1 3 gw 
C_ + (k-/k )C A 

Γ _ Β 1 gw wA m 

wB " 1 + W k U ; 

2 gw 
Material Balance 

3 C. 3 2C. 3 2C. 
V 7 ^ = D e r i < ^ + Λ ΓΤΓ > ; Ι " Α. Β (3) 

dz 3 r r 3 r 
at z* = 0, C. = C. n (4a) ι lO 
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27. H U A N G AND VARMA Tube-Wall Reactor 471 

3 C. 
at 0, = 0 (4b) 

at the gas/catalyst interface, i . e . , at r = R, 
3C 

- D . — I = k (C.-C .) (4c) e r i ^ * gw ι wi 

With the dimensionless variables defined in the l i s t of symbols 
at the end, and substituting the expressions (1) and (2) for 
and C into the boundary condition (4c), we obtain the following 
dimensionless equations: 

For species A 

at 

at 

3z ~ P e A % r 2 r 3 r 

ζ = 0, u A = 1 

r - 0 , 3 - ^ = 0 

at r = a (gas/catalyst interface), 
3u. 
Tf + K UA = 0 

(5) 

(5a) 

(5b) 

(5c) 

where 
k d i -

erA ι + (k 1 +k 3)/k g w_ 
(6) 

at 

at 

For species Β 

at 
where 

9 ζ Pe. 

ζ = 0, 

r - 0 , 

r = a, 

* 2 d u. 

Β 9r 

UB = UB0 
3 u B ^ — = 0 d r 

2 r 3r ' 

9 u B 
T 7 + K1 UB - K2 UA k d Ί _ gw p ( _ 1 

1 ~ D _ 1 + k0/k erB 21 iV gw 
k d 

1 Ρ 
D e r B ( 1 + V kgw ) [ 1 + ( k l + k 3 ) / k g w ] 

(7) 

(7a) 

(7b) 

(7c) 

(8) 

(9) 

The correlation for the pressure drop through the packed bed 
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is the modified Ergun equation by Tallmadge, as described by Smith 
and Carberry (1): 

ΔΡ = 
pv 2(l-e)bM* T~ 

S ε 3 

150(1-ε)Μ* .1/61 
Re 4 # Z ( Re ; 1 (10) 

- I s —J 5 for 10 < Re < 10 
where 

M * " 1 + ï ô f e i ( 1 0 a ) 

The mass transfer co e f f i c i e n t at the wall, k , is calculated 
sw 

by the Yagi and Wakao (8) correlation: 
0.2v 

k = — o / o 8
 1 / g for Re > 40 (11) Sc 2 / 3Re 1 / 5 

s 
0.6v 

V • S c 2 / 3 r ; 1/2 f o r R e s < 4 0 ( 1 2 ) 

S 
Care should be taken here because plug-flow has been assumed 

in the model which may not hold for small Reynolds numbers, or 
when R/d < 4. 

Ρ 
Analytic Solutions 
Reactant (A) Conversion 

The method of F i n i t e Fourier Transform (9) is applied to 
solve Eq. (5) with boundary conditions (5a), (5b), and (5c). The 
resulting dimensionless concentration p r o f i l e of reactant A is: 

oo 2KJ (/~ r) λ ζ 
u A(z,r) = I ^ n _ exp ( - p^- ) (13) 

A n=l a(KZ+X )J (/λ a) eA n o η 
where is the n-th eigenvalue of the problem 

at r = 0, ^ = 0, or φ f i n i t e (14a) 

at r = a, ^ + Κφ = 0 (14b) <lr 
and s a t i s f i e s the transcendental equation 

Κ J n (/T" a) =/T" J, (/X" a) η = 1, 2, (15) 
U n η 1 η 

where J (χ) is the Bessel function of the f i r s t kind of order k. 
The r a d i a l l y averaged conversion at the reactor exit, ζ = b, is 
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27. H U A N G AND VARMA Tube-Wall Reactor 473 

X(b) = 1 - ^ - 1 - ± 
a n=l (Κ +λ )λ η' η 

exp ( 
λ b η (16) 

Product (Β) Yield 
Substituting Eq. (13) into the boundary condition (7c), we 

get: 
at 3r + K1 UB Σ 

2K 
"2 L 2 Δ n=l a(IT+X ) η 

λ ζ 
exp ( - p — ) (17) 

The method of F i n i t e Fourier Transform with step and impulse 
responses (9) is used to solve Eq. (7) with boundary conditions 
(7a), (7b), and (17). The resulting dimensionless concentration 
p r o f i l e of the desired product Β is: 

4KK Κ 

u f i(z,r) - - ζ ( u B Q 

a Pe B 

J o ^ r ) r 
χ — 

J (/ΪΓ a) o m 

m 
y / L L ~~2 2 y m ν 

Pm Z 

exp (- — ) - exp (-
eB 

λ z 
— ) Pe/ 

where y s a t i s f i e s m 
K-J a) =/y J- (/y a) m = 1, 2, . 1 ο m m 1 m 

The r a d i a l l y averaged y i e l d at the reactor exit is 
y b 

A 

(18) 

(19) 

Y(b) 
8KK^K2 

a 3Pe„ 
(u BO f) ï Ï 

λ b 

F e B eA (20) 

Β Pe 4 

Numerical Results and Discussion 
A numerical example was used to examine the desired product 

y i e l d versus reactant conversion behavior in a tube-wall reactor 
described above. Values assumed for the physical and chemical 
properties and the operating conditions are: 

i = A,Β Pe A = 10 A 
b -4 -1 -1 μ = 2.48x10 g cm sec 

-4 -3 p = 9.22x10 g cm 

Der. = d v/Pe. 
1 p 9 -1 D =0.2 cmz sec 

ε = 0.5 
1 cm sec 
0 d p = 0.635 cm (0.25 in) u B Q 

Where the values for μ and p are taken as those of a i r at 
200°C and 1 atm. u Q is assigned a value of zero which means that 
no product Β exists in the feed stream. The plug-flow velocity, 
v, is determined by the choice of the Reynolds number. The 
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474 COMPUTER APPLICATIONS TO C H E M I C A L ENGINEERING 

values of and k^ depend on the chosen ratios of these rate 
constants with respect to k-. 

In the calculations, tne following controlling policy was 
used for evaluating the i n f i n i t e series in the expressions of 
X(b) and Y(b): For the series ψ C , the computation was con
tinued t i l l n=l n 

CN+1 
Ν 
Σ c 

n=l n 

—8 
< tolerance (e.g., 10 ), 

It was found that the convergence is usually very rapid. The 
y i e l d Y(b) versus conversion X(b) functionality is thus determined 
and is described below for the three different cases. 
The Consecutive-Parallel Reaction: 

k k k 3 

A —> Β —> C.; A —> D 
The parameters of the base case, which are fixed for every 

figure except the s p e c i f i c parameter varied, are assigned the 
following values: 

Γ " 1 ' ΊΓ = 1 > a s f =10' Res = 1 0 0 

1 1 p 
The following observations can be made from the calculations: 

1. From Figures l a and 2a, as k^/k_ decreases Y increases at 3 1 max the expense of smaller conversion, and also at tne expense of a 
longer reactor and higher pressure drop. From Eq. (10), pressure 
drop is a linear function of the reactor length b, and a non
linear function of Re . Thus i f Re is fixed, ΔΡ is a linear 
function of b , and longer reactors Smean higher pressure drop, 
where ΔΡ denotes ΔΡ at b . 

m m 
2. From Figures lb and 2b, reducing ^/k, w i H increase Y m a x 

largely with an increase of X u n t i l a point is reached, from 
which further reducing k?/k^ ̂ o e s n o t increase Y^ χ much, but 
makes X so close to 1 tnat the required reactormîength b (and hence Δ? ) are very large, m 
3. From Figures l c and 2c, we note that as R/d decreases, Y 
increases s l i g h t l y with very small increase of X but at the 
benefit of largely reducing b . Results of the ?ype shown in 
Figure 2c are valuable in making p r a c t i c a l judgements concerning 
reactors, for they show the interplay between reactor diameter, 
length, pressure drop and achievable product y i e l d . 
4. From Figures Id and 2d, as we increase Re , Y increases 
s l i g h t l y and rapidly reaches a point, from which îurther in
crease of Re will only add to the reactor length needed and 
largely increase ΔΡ . This is because as Re increases the gas 
residence time decreases r e l a t i v e l y , and thus a longer reactor 
is required to achieve equivalent conversion. 
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27. H U A N G AND VARMA Tube-Wall Reactor 

Figure 1. Product (B) yield versus reactant (A) conversion, varying (a) ki/ku 

(b) k2/ku (c) R/dp, and (d) Re8 
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27. H U A N G AND V A R M A Tube-Wall Reactor 477 

Figure 2. Optimal reactor length and corresponding pressure drop versus opti
mal yield, (a) ks/k1} (b) k2/kly (c) R/dp, and (d) Res as implicit parameter 
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27. H U A N G AND V A R M A Tube-Wall Reactor 479 

It is thus clear that larger maximum desired product y i e l d , 
Ymax' m a y ^ e obtained by reducing k^/k^, k^/k , or R/d , and in
creasing Re . But it is better to keep Re within a riasonable 
range from the point of reactor length and Spressure drop. It 
should be noted that although higher Re will provide better 
cooling effect, it is at the expense o f S a longer reactor. Also 
note that plug-flow has been assumed, and in a packed reactor 
turbulent flow occurs for Re greater than 100, and for the 
tra n s i t i o n zone, 10 < Re < Ï00. 

It is thus found that the most benefit of a higher Y is 
obtained by reducing k2/k^, then by reducing R/d and kg/ïcaX and 
r e l a t i v e l y little from increasing Re . Since ^Fk], a n d ^3 1 a r e 

usually functions of temperature, t h l selection of an optimal 
operating temperature is very important for y i e l d optimization. 

k k 
The Consecutive Reaction: A > Β > C . 

This is a special case of the consecutive-parallel reaction, 
and i t s behavior is similar to it — as shown in Figures 2b,c,d. 
However, the values of R/d and Re have little effect on X in ., . p s m this case. v 

\ k3 The P a r a l l e l Reaction: A —> Β ; A —> D 
For this case, since the desired product Β does not react 

further, i t s y i e l d versus conversion depends only on the ra t i o 
k /k : 

IS&.h (21) 
X(b) k 3

 U i ; 

We therefore have to solve only for X(b), which is exactly the 
same as Eq. (16). We see that y i e l d increases as k^/k^ decreases, 
and have found that the values of R/d and Re have no effect on 
the y i e l d versus conversion functionaïity. i f is apparent that 
no l o c a l maximum occurs on the Y(b) versus X(b) plot. 
Concluding Remarks 

Analytic solutions for reactant (A) conversion and desired 
product (B) y i e l d for the fi r s t - o r d e r reaction schemes: 

A •> B, A -> C P a r a l l e l 
A •> Β C Consecutive 
A -> Β + C., A + D Consecutive-parallel 

occurring isothermally in a packed tube-wall reactor are reported. 
These solutions take the form of rapidly convergent i n f i n i t e 
series of Bessel functions. The y i e l d versus conversion function
a l i t y is thus deduced, from which the reactant conversion (and 
hence the reactor length) leading to an optimum y i e l d of Β is 
id e n t i f i e d . It is found that selection of the operating tempera
ture is very important for the purpose of y i e l d optimization. 
The design of the optimal r a t i o of the reactor diameter (2R) to 
the inert p a r t i c l e diameter is also important for both the con
secutive-parallel and consecutive reactions. This r a t i o can be 
varied by changing either p a r t i c l e or reactor diameter. Ob
viously, larger packing pa r t i c l e s will lead to lower pressure 
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480 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERINC 

drop but poorer effective r a d i a l d i f f u s i v i t y . 

L i s t of Symbols u C/ CA0 a 

b LUI X | a [ l - u A ( z , r ) ] r d r / J o rdr 
G concentration 0 

d p p e l l e t diameter γ [ \ β ( ζ j r ) r d r / f ^ d r 
D effective r a d i a l mass %> J0 

e r d i f f u s i v i t y Y maximum Y at reactor exit 
max 

D molecular d i f f u s i v i t y z * a x ± a l c o o r d l n a t e 

s p e c i f i c rate constant z z * ^ 
k gas-wall mass transfer ρ 

g w c o e f f i c i e n t Greek Symbols 
L reactor length ε void f r a c t i o n 
Pe Peclet number, d v/D μ v i s c o s i t y 
r * r a d i a l coordinate* e r ρ gas density 
r r*/d 
R insiBe tube radius S u b s c r i p t ^ ^ r e a z = Q 

Re s Reynolds number, d v ^ / u , A r e a c t a n t A 

at reactor i n l e t " 3 d e s i r e d product Β 
Se Schmidt number, μ/pD m c o r r e s p o n d i n g to Y 
ν i n t e r s t i t i a l gas velo c i t y wall m a X 

v g s u p e r f i c i a l velocity, εν 
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28 
Modeling, Simulation and Control of an Extractive 
Distillation Column 

E. D. GILLES, Β. RETZBACH, and F. SILBERBERGER 
Universität Stuttgart, Institut für Systemdynamik und Regelungstechnik, 
Stuttgart, West Germany 

The large scale distillation column shown in Figure 1 is part 
of an extractive distillation plant employed in the waste water 
refinement process at HOECHST AG, Frankfurt/Main. 

The binary azeotrope isopropanol/water FA is separated by us
ing the extractant glycol FE. Under normal operating conditions, 
the distillate D has to be of pure isopropanol, whereas the bottom 
product A must not contain any of it. This column was first inves
tigated by Kunstmann (1), who carried out extensive experiments on 
the plant. In these experiments a high temperature gradient, a so
-called "temperature front" was observed within a small area of the 
column. It could be shown that a strong dependency exists between 
the product compositions and the locus of the temperature front. 
Therefore, three temperatures were measured at the steady-state 
locus of the front, averaged and fed to a PID-controller which ef
fected the heating steam flow rate u. 

Because of its high sensitivity to feed disturbances, this 
control system was not reliable under all operating conditions and 
the demand for a better configuration arose. The development of 
this new control concept is treated in the following. 

Mathematical Model for Simulation 

Digital simulation based on an appropriate mathematical model 
is the best tool in order to understand the dynamic behaviour of 
the column* We used a set of equations which models every stage as 
an heterogeneous two-phase system consisting of the two totally 
mixed homogeneous phases vapour and liquid (Figure 2). 

Assuming constant molal holdup n1, the balance equations of 
mass and enthalpy h on the k-th stage read 

I 
0 - L Jk-1 ik k (1) 

dx. ik 
η dt - L, 'k-lik-1 ik + F. x, k Fik i=l , · · ·, 1-1 (2) 

0-8412-0549-a/80/47-124-481$05.00/0 
© 1980 American Chemical Society 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
8

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 
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160. 

Figure 1. Extractive distilhtion column and its temperature profile 

L k - 1 ' T k - 1 ' x i k - 1 

Q ' " > J - 1 T < 
L iquid ~" *~ 

FkJFk'XFik-
T k ' P k ' n ' 

L k ' T k ' x i k 

Jik 

- Î - , 
Vapour 

T k ' P k ' n " J 

y i k , i = V i 

Q'k 

vk*i*Tii+i'yik*i 
<S> 

Vik 

xik 

Liquid Vapour 

® 
Figure 2. Heterogeneous two-phase system (a) and assumed mole fractions near 

phase boundary (b) 
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28. GILLES ET AL. Extractive Distillation 483 

n ' l T - Lk-1^-1 " Lk hk " J A k h i k + Fk hFk " « · ( 3 ) 

i=l 
where the j ^ ^ , i = l , . . . , I denote the interphasial mass transfer 
rates and q£, Q£ stand for the heat transfer rates. 

The molal holdup of the vapour phase is very small, n"<<nf, 
therefore ^ 

0 = \+. " \ +.lAk (4) 

1=1 

° = Wik+. " Vik + Jik ieI 1-1 (5) 

0 - \*xK*x - \K * h i J L - qj-oj; . (6) 
1=1 

The pressure drop Δρ^ of a stage is mainly effected by the vapour 
flow V k. Taking only this flow effect into consideration, the 
pressure of the k-th stage is approximately 

Pk = P o + ? Σ Vm · ( 7 ) 

m=l 
where p 0 denotes the top pressure. 

Because our main interest is concerned with the mass exchange 
between vapour and liquid, further simplifications are introduced 
in the energy balance equations (3) and (6). The molal enthalpy 
dh£ is expressed by dT£, dp k and dx^ k. Now using the mass balance 
equations and neglecting the heats of mixing and the effect of 
pressure on the molal enthalpy yields 

dT' 
N'C;K ΊΓ - ν.<̂ -. <Ti-î i>+ Fkc;Fk̂ k-Tk> - « (8) 

° = -\+ic;k+.<Tk-Tk+i>-« · (9) 

Energy- and mass transfer between the phases are connected by the 
energy balance equation of the phase boundary 

<£+ «i =.v̂ ïk-̂ ik= -lrikjik · (10) 

1=1 1=1 
Using the concept of i r r e v e r s i b l e thermodynamics, the mass 

transfer rates are formulated as linear functions of tempera
ture gradient and gradients of chemical potentials. These quanti
ti e s are considered driving forces. A simplified expression is ob
tained i f the heat exchange is assumed to be perfect and i f a l l 
mass transfer resistances may be concentrated on the vapour phase 
(Figure 2). With these assumptions it is T£ = T£ = T k and the 
stage temperature may be computed from the liquid composition by 
the well known bo i l i n g point procedure using WILSON-equation to 
determine liquid phase a c t i v i t y . This procedure also yields the 
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484 C O M P U T E R APPLICATIONS T O C H E M I C A L ENGINEERING 

vapour equilibrium composition yY, , i = l , . . . , I . Now the change of 
energy stored in the holdup is a Function of composition changes. 
This amount is neglected because it is small compared with those 
impressed from the surroundings or interchanged between the phas
es. With these simplifications using eqs.(8),(9) the l e f t hand 
side of eq.(10) ΔΕ^ = q^ + q£ can be obtained as 

Δ \ = L k - l C p k - l A V l " \ + l C p k + l A T k + F k C p F k A T F k " \ · <"> 
Here the ATs denote the temperature differences ATj = Tj - Tj + j . 
The loss of heat to the surroundings is summarized by = Q^ + Q£-
The mass transfer is caused by the concentration gradients 
y^k - y^ k, i=l , . . . , I and the surplus of energy ΔΕ^. Therefore, the 
mass transfer rates are written assuming a diagonal matrix of phe-
nomenological co e f f i c i e n t s a. 

Jik = V ^ i k ^ K k * i-Ι.....Ι . (12) 

where AF E^ represents the influence of energy and is computed from 
eqs.(10), (11). 

Under normal operating conditions and with good thermal is o 
l a t i o n ΔΕ^ is very small except around a feed stage. This allows 
us to neglect this quantity and also AFg^ on every stage except 
the feed stages. Hence everywhere else ΔΕ^ and A F ^ may be taken 
as zero and we obtain 

] , Γ ί α ί ( 4 - ^ ) - 0 · (13> 
1 = 1 

Equation (13) gives a relationship between the phenomenological 
c o e f f i c i e n t s . Because of Ey = 1 only one of them can be chosen in
dependently, that means = r^o^/r^, i = l , . . . , I . Taking into ac
count a non-vanishing AE^, the mass transfer rate is 

r l * A E k j - i = — a T(y. t-y..) + - — ; i=l, . . . , I . (14) J i k r. I V J i k J±k/ I«r. ' ' ι ι 
This equation is consistent with the i n t u i t i v e idea, that a sur
plus of energy on a stage leads to an acceleration or to a damping 
of the mass transfer. 

The dynamic behaviour of the reboiler is described by two lag 
elements ( 2 ) . One of the time lags is caused by the heat transfer 
through the heat exchanger 

d t T 7 qK _ 7^ U · ( , 5 ) 

The other lag element represents the energy balance equation of 
the reboiler section 

D V K 1 1 
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28. GILLES E T A L . Extractive Distillation 485 

Furthermore, the vapour le a v i n g t h e reboiler is assumed to be 
of equilibrium composition y ^ K = y*iK> i — 1»·..»Ι· 

In the condenser the vapour is condensed t o t a l l y . Thus the 
mole fractions in the d i s t i l l a t e D and in the reflux R are 
x i 0 = yi1 y i=l,.·.,I. 

The developed mathematical model is based on certain serious 
simplifications. However, measured data were matched at a s u f f i 
cient accuracy by adjusting the parameters holdup η 1 , vapour flow 
resistance ξ and exchange rate c o e f f i c i e n t α^(3). 

Simulation Results 

Below the feed F A, in the steady state temperature p r o f i l e 
(Figure 3) two regions of saturation, separated by the above men
tioned temperature front, can be distinguished. The temperature 
front is caused by the interphasial exchange of isopropanol and 
water. 

If a step disturbance reduces the feed rate F^, the region of 
exchange and the temperature front are forced to move upward the 
column (Figure 4). The state variables of a l l other regions are 
only s l i g h t l y altered. 

A stepwise decrease in the flow rate of the heating steam 
forces the front to move downward (Figure 5). 

Simplified Dynamic Model 

Modern control synthesis procedures are often based on the 
state variable representation of the plant equations. In applying 
them to high order systems, such as distillation columns, p r a c t i 
cal reasons of controller design require order reduction. That 
means one has to replace the large number of state variables ob
tained by physical laws, thru the introduction of a smaller set of 
suitably chosen state variables. 

Looking at the simulation results makes an appropriate choice 
apparent. The essential dynamic quality of the extractive column 
is the movement of the region of the temperature front, generated 
by the moving region of high mass transfer isopropanol/water. If 
the front is fixed s u f f i c i e n t l y apart from both bottom and top of 
the column, the product specifications are insured. Therefore, the 
locus of the front is a suitable state variable. 

To get the dynamic model of the movement of the front, the 
column is separated into two parts by cutting off below the t h i r 
t i e t h stage (Figure 6). It is assumed that the t o t a l amount of 
isopropanol leaves the liquid phase within the region of the tem
perature front. Furthermore, the vapour flow rates are supposed to 
be the same along the column V k = V, k=l,...,K. It is to be empha
sized that the mole fractions of isopropanol remain almost unef-
fected in the upper part. As a result the reflux R consists of 
pure isopropanol and hence the overall mass balance equations of 
the upper part are 
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80 180 0 1 
Temperature [Deg C] Liquid Mole Fractions 

Figure 5. Dynamic behavior: stepwise decrease of heating steam flow rate 

Figure 6. Column parts and approximated mole fraction profile of isopropanol 
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L 30 x 130 = F A * F A , + R ( 1 7 ) 

L 30 « F A + F E + R ' ( 1 8 ) 

The overall mass balance equation of isopropanol in the lower part 
yields 

n ' x 1 3 0 i f " L 30 x 130 " V · ( 1 9 ) 

where s denotes the locus of the temperature front. As the column 
is equipped with a r a t i o control (see Figure 1), so that R = f j F A 

and F E = f2FA> w e obtain from (17) to (19) an integrating element 
to describe the movement of the front 

l f = W X F A + V - V ] ' KI • ' ( 2 0 ) 

FAj r 
If the movement of the front is measured by the average v o l t 

age of three thermocouples fixed at equidistant points in the de
sired area of this front (see Figure 1), the effective range of 
measurement is limited due to saturation. Within the l i m i t s , the 
averaged temperature changes nearly l i n e a r l y with the deviation of 
the front. If the limits are exceeded, the output of the measuring 
device can be considered to be constant. 

To complete the simplified dynamic model (Figure 7), we take 
into account the connection between vapour flow rate and heating 
steam flow rate as they are given by the lag elements (15) and 
(16). 

New Control Configuration 

By using the simplified model to analyse the control system 
according to Figure 1, it can be c l e a r l y shown, that as a conse
quence of s t a b i l i t y requirements and limitations in the measure
ment, the gain factor of the PID controller is r e s t r i c t e d to small 
values. 

I n s t a l l i n g additional thermocouples is a possible way to in
crease the effective range of the measurement and to improve the 
quality of the control. A s t i l l higher control efficiency is in
sured by the application of a modified state observer and of an 
optimal state feedback (2). 

The simplified dynamic model is observable i f the measured 
temperature deviation ΔΤ l i e s within the l i m i t s of saturation. Its 
state variables Aq, AV, As are estimated by a state observer using 
the simplified model. The observer feedback is turned o f f , i f ΔΤ 
exceeds any of the l i m i t s so that the system becomes unobservable. 

The correcting variable Au is computed from the state v a r i a 
bles using the optimal feedback law 

Au = -c.Aq - c 0AV - c 0As - c, 1 2 3 4 Asdt 
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F A | x F A 1 + f 1 ) 

1 / 1 / =1= 
ΔΤ 

Reboiler Column 

Figure 7. Block diagram of the simplified dynamic model 

tlhl 

2. 

1.t 
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Figure 8. New control system: stepwise decrease of feed rates 
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[Stages] [%] 

Figure 9. New control system: behavior in the unobservable region 
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The gain factors c^, i=l,...,4 are obtained by minimizing a time-
invariant quadratic performance index by the solution of the 
steady state matrix RICCATI-equation. 

Implementation and Field-Tests 

An INTEL 8080 μ-processor was programmed and implemented in 
the large scale plant. Two key experiments with the new control 
concept sha l l be discussed here. 

In Figure 4 no control was employed; a feed disturbance caus
ed the front to move to the top of the column. Due to observer and 
optimal control the maximum of deviation was about half a plate 
(Figure 8) and the product specifications were within the pre
scribed l i m i t s . 

In order to test the control system in an unobservable region 
of the plant (shaded in Figure 9), the heating steam flow rate was 
f i r s t controlled manually in order to force the front to move out 
of the observable region. When the measured temperature ΔΤ^ passed 
the lower l i m i t of saturation, the observer feedback was turned 
off and the control loop was closed. The heating steam flow rate 
changed according to the simulated values of the state variables. 
This caused the front to return to the observable region, where 
the observer was again balanced by means of i t s feedback. Then the 
desired locus of the temperature front was attained. 

The new control configuration has been in continuous opera
tion for one year. It has proven i t s e l f to be highly r e l i a b l e and 
e f f i c i e n t . The former d i f f i c u l t i e s have been surmounted. 

Abstract 

The digital simulation of an extractive distillation column 
was performed in order to understand the dynamic behaviour of the 
system. Based on this results a considerably simplified dynamic 
model of sufficient accuracy could be developed. This model was 
employed in the design of a state observer and of an optimal con
trol. After implementation in the large scale plant this new con
trol system has proved to be highly efficient and reliable. 

Acknowledgement 

The project was sponsored by the "Bundesministerium für For-
schung und Technologie" as a part of the PDV (Data processing) 
Project within the 2nd and 3rd data processing programmes of the 
German Government (DV 5.505). 

Literature Cited 

(1) G.Kunstmann: Betriebsversuche zur Regelung einer Extraktiv-
Destillation, Regelungstechnische Praxis und Prozess-Rechen-
technik (1973) Heft 8, S.193-197. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
8

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



492 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

(2) F.Silberberger: Modellbildung, Simulation und Regelung einer 
Extraktiv-Destillationskolonne. Dissertation, Universität 
Stuttgart, 1979. 

(3) F.Silberberger: Dynamische Modelle und Simulation chemischer 
Prozesse, Teil II. Destillationskolonne. PDV-Ber.KFK-PDV 95, 
1977. 

RECEIVED November 5, 1979. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ch

02
8

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



INDEX 

Activated sludge 
dynamics 368-370 

dissolved oxygen 369 
dynamics 369 
oxygen uptake rate terms 369 

disturbance patterns of 367-368 
nitrification 368-369 
organic waste removal 368 
reactor model 369-370 

process control difficulties of 367-368 
process, modeling and control 

of 367-381 
Adaptive control applications 103 
Adaptive controller 102-103 
Aerator with DO control 378/ 
Aerator with organic removal, concen

tration profiles in plug-flow 373/ 
ALGL algorithm 282 
Algorithm ( s ) 

applications to simultaneous phase 
and chemical equilibrium in
side-out 147,149* 

classification 159-161 
example problems, multistage 145i 
inside-out adiabatic single-stage 

flash 144f 
for microcomputer control of heat 

exchanger, variable sample-
time 281-290 

for multicomponent mixture calcu
lations, computer 343 

for multicomponent separation 
process calculations, inside-
out 135-150 

variable sample-time control 283 
equipment and arrangement for 

testing 284f 
Algorithmic foundations 7-8 
Anticoagulant 

drug(s) 
action, mechanism of 425-426 
therapy 

adaptive control of 425 
modeling 425 
parameter identification 425 

use of 425 

Anticoagulant (continued) 
therapy, goals of 426 
therapy, laboratory measurement of 426 

Antithrombin III (AT-III) 429,430 
concentration, incorporation clot

ting time equation 430 
dynamic behavior, model 430 

Applications to simultaneous phase 
and chemical equilibrium, inside-
out algorithms 147,149* 

Arbiter Process for ammoniacal leach
ing of copper concentrates 328 

computer program calculations 330 
model algorithm 330 
model assumptions 328-330 

Aromatic compounds, nitration of 403 
ASPEN (Advanced System for Proc

ess Engineering) 293,294 
advanced capabilities 307-308 

for modeling and simulation of 
industrial processes 293-308 

block diagram synthetic natural 
gas process 300/ 

cost estimation and economic 
evaluation 307 

flow of information 296/ 
input language 297-304 

convergence calculations 298 
format 297 
internal units for calculation 297 
tear stream designation 304 

input synthetic natural gas 302/ 
process 301/ 

library of process models 293 
methodology 294 
physical property monitors 306-307 

data bank 306 
equation-of-state models 306 
properties, calculable 306 

program system 294 
software system virtues 294 
structures 295 

computational architecture 295 
data of streams and equipment 

models 295 
executive system 295 
Input Translator 297 

supporting set of physical property 
correlations 293 

495 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ix

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



496 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

ASPEN (continued) 
systems 7 
unit operations models in 305f 
unit operations and streams 304-306 

conventional vapor/liquid 304 
information 304-306 
inlet streams 304 
non-conventional solid 304 
substreams 304 

AT-III (see Antithrombin III) 

Β 
Balance(s) 

dynamic mass and energy 155-156 
equations, output set assignment 

for 156-157 
for example steady-state system, 

rectification of measurement 
errors multicomponent mass 
and enthalpy 169-172 

multicomponent steady-state mass 
and energy 154-155 

for steady-state system, multicom
ponent mass and enthalpy 170 

Behavior in unobservable region, 
new control system 490/ 

Braun's pyrolysis computational 
framework 383 

Braun's pyrolysis program PF60, 
inputs and outputs 390/ 

C 
Cavett problem 13/ 

cycle matrix for 13/ 
by direct substitution, convergence 

of 16/ 
Chemical 

equilibrium 118-120 
adjustment of extent of reaction .. 119 
computation of 115-132 
inside-out algorithms application 

to simultaneous phase 
and 147,149i 

linear programming procedure .. 119 
moles of all species as iteration 

variables 119 
"optimum component" procedure 119 
restricted 128-129 
use of derived species as iteration 

variables 118-119 
and ionic equilibrium and/or chem

ical reaction, countercurrent 
equilibrium stage separation 
with 309-325 

and phase equilibrium 123-128 
algorithms for nonlinear pro

gramming 124-128 

Chemical (continued) 
and phase equilibrium (continued) 

algorithms for phase Η 
splitting 124-128 

FORTRAN program EQUILK .... 123 
method 

Powell's 127 
Rand 124 
variable metric projection 127 

quadratic programming algorithm 127 
plants, design of optimizing control 

structures for 207-214 
plant, formulation of optimizing 

control problem for integrated 211 
process(es) 

advanced control strategies for .... 89 
classification of operational 

parameters for 153-172 
with multicomponent multistage 

leaching, modeling of 327 
rectification of measurement 

errors for complex 153-172 
simulation, steady-state 3-27 

reaction, countercurrent equilib
rium stage separation with 
chemical and ionic equilib
rium and/or 309-325 

CHIRP program 
classification of R-matrices 199 

constraints 200 
R-category definition 199 

compound recognition 199 
for computer-aided organic 

synthesis 196 
evaluation and restriction pro

cedures 197 
notation 197 
objective 197 
reactant matrix 197 
reactions channeling 198 
reaction stages 198-199 

Choked flow in gas pipe networks, 
simulation of 175-187 

Choked flow in straight pipe, different 
models for 181/ 

Choking in straight pipeline, gas . 179-187 
Classification 

algorithm 159-161 
of operational parameters 156-162 

for complex chemical 
processes 153-172 

terminology, parameter 154 
Clot formation, mechanism of 425-426 
Clotting time 

equation, AT-III concentration, 
incorporation 430 

factors affecting 429 
modeling 429 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ix

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



INDEX 497 

Clotting time (continued) 
response for heparin model, opti -

mum dosing policy and 433/ 
Computations, simultaneous 21-24 
Computational framework, Braun's 

pyrolysis 383 
Computer 

-aided organic synthesis 
approaches 193 

direct-associative 193 
logic-centered 193 
CHIRP program for 196 
systems for conduction of 193 

Hendrickson's 194 
LHASA 193-194 
limitations in industrial 

application 194̂ 195 
REACT 194 
SECS 194 
SYNCHEM 194 

algorithm multicomponent mixture 
calculations 343 

-coupled fermentation system 359/ 
on control and optimization of 

batch process for microbial 
conversion of ethanol to 
protein 355-366 

monitoring of indirectly measured 
parameters 355 

program (UNIversals quasichemi-
cal Functional group Activity 
Coefficients) 6-7 

simulation of heterogeneous nitra
tion of toluene to dinitro-
toluene 403-422 

simulation programs for equilib
rium processing of hydrocar -
bons, petroleum, and associated 
gases in coexisting vapor and 
liquid phases 343-351 

computer program 344 
subroutines 344 

equilibrium predictions 348-349 
estimation of unknown 

required starting values 
of conditions and com
positions 349 

vapor/liquid equilibria 
calculations 348 

variables 348 
fluid components 344 

petroleum 344 
vaporization calculations 346 

physical property computation 346 
PROSIM 

thermodynamic methods 347-348 
thermodynamic properties 346 

Concentration profiles of ammonium, 
nitrite, and nitrate in plug-flow 
reactor 379/ 

Concentration profiles in plug-flow 
aerator with organic removal 373/ 

Connectivity matrix approach to 
organic synthesis 195-196 

Control 
of activated sludge process, 

modeling and 367-381 
aerator with DO 378/ 
algorithm, variable sample-time .281-283 

equipment and arrangement for 
testing 284/ 

of anticoagulant drug therapy, 
adaptive 425 

applications, adaptive 103 
configuration for extractive distilla

tion column, new 488 
distillation column, new control 

configuration for extractive .. 488 
extractive distillation column, 

new control configuration for 488 
factors affecting control quality .. 488 
reactor 252/ 

considerations, integration of system 
design and 105-107 

constant-volume-feed system 361/ 
of continuous industrial polymeriza

tion reactors 251-267 
deficiency of state variable 103 
design techniques, classification, 

feedback 92 
difficulties of activated sludge 

process 367-368 
discrete-time optimal 101 
dissolved oxygen 370-371,372/, 373/ 
of extractive distillation column .481-491 
of fluid catalytic cracker, steady-

state optimizing 214 
of heat exchanger, variable sample-

time algorithm for microcom
puter 281-290 

of heparin therapy, optimal 431 
inferential 104 
with limited measurements 103-105 
on-line optimization and 102-103 
minimum variance 101-103 
objectives 207 
and optimization of batch process 

for microbial conversion of 
ethanol to protein, computer 
on-line 355-366 

and optimization strategies, coordi
nation of plant 89 

of polymer reactors, measurement 
problems in 251-253 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ix

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



498 C O M P U T E R APPLICATIONS T O C H E M I C A L ENGINEERING 

Control (continued) 
of polymer reactor systems 262-267 

minimum variance control 262-266 
algorithm, final control 264 
algorithm, minimum variance 

control 264 
variances of et and V X t for 

controllers with various 
degrees of constraining .... 266 

viscosity in condensation poly
merization reactor, control 
of 263 

self-tuning and adaptive control.. 266 
algorithm, on-line recursive 

estimation 267 
industrial applications 267 

problem for integrated chemical 
plant, formulation of 
optimizing 211 

problem for single unit, formula
tion of optimizing 208-210 

of pyrolysis reactors, simulation and 383 
steady-state optimizing 207 
strategies 

for chemical processes, advanced 89 
for on-line implementation of 

optimizing controllers 211-214 
sequencing problem 211 

screening, first-level 211 
screening, second-level 214 
sequencing tree 211 

relationship to profit incentive .... 90 
structures for chemical plants, 

design of optimizing 207-214 
system synthesis 73 

algorithm using cause-and-effect 
models 74 

structural controllability and 
structural observability .... 74 

cascading 74 
embedding with a structural 

parameter formulation 75 
linear inferential control 75 
relative gain matrix for selecting 

variables 75 
selection of the manipulated and 

measured variables 74 
two-level approach 74 

systern, techniques for evaluation 
of 106-107 

of viscosity, comparison of operator 
and stochastic 265/ 

Controlled batch-fed fermentation .... 365/ 
Controller(s) 

adaptive 102-103 
characteristics, desirable 92 
control strategies for on-line imple

mentation of optimizing 211-214 

Controller ( s ) ( continued ) 
design, effect of model selection on 93 
design for multivariable unit opera

tions, physical modeling and 93 
insensitive 103 
synthesis approach features, LQP .. 100 

Cracker, feasible region for fluid 
catalytic 212/ 

Cracker, steady-state optimizing con
trol of fluid catalytic 214 

Cubic norm of residual 14-17 
Cycle matrix 10-12 

for Cavett problem 13/ 
for tearing loop system 15/ 

D 
Denitrotoluene production, require

ments of mathematical model, 
optimization of 404 

Denitrotoluene production, verifica
tion of model for optimization 
of 419-421 

Design 
of batch ultrafiltration-diafiltration 

process, optimal 457 
changes to energy-intensive 

processes 90-91 
charts, use of 462-466 

examples 462-466 
membrane area, determination 

of 462 
optimum cycle time deafiltra-

tion volume, determina
tion of 465 

time cycle 462,464/ 
volume 462,463/ 

and control considerations, integra
tion of system 105-107 

Institute for Physical Property Data 
(DIPPR) 7 

problem of sequential modular 
systems 18-20 

MPB II 20 
symbol 20 

Diafiltration 
effect on determination of optimum 

ultrafiltration cycle 458 
material balance on solution in 

operating tank during 458 
process, optimal design of batch 

ultrafiltration- 457 
stages, optimum time cycles of 462 
volume, optimum relative 462 

Dinitration, distribution of isomers 
from toluene 406/ 

Dinitrotoluene, computer simulation 
of heterogeneous nitration of 
toluene to 403-422 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ix

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



INDEX 499 

Dinitrotoluene production facility, 
optimization of 403 

DIPPR (Design Institute for Physical 
Property Data) 7 

Disjoint subsystem 160/ 
Dissolved oxygen (DO) 

concentration profiles with 
organic removal 371-376 

characterization 371 
features 371-374 

control results 376 
dynamics 374-375 

concentrations of uncontrolled 
reactor, disturbed by diurnal 
load changes 375/ 

control 370-371,372/, 373/ 
aerator with 378/ 
control systems 370-371 
dissolved oxygen concentration 

choice 370 
profiles 

with combined organic removal 
and nitrification 376-381 

characterization of satisfaction 
profile 376-381 

control implications 381 
disturbances 381 

parameters and influent flow rate 379/ 
of uncontrolled reactor 377/ 

in plug-flow reactor with full and 
no nitrification 380/ 

Distillation 
calculations 8 
column, extractive 482/ 

block diagram of simplified 
dynamic model 489/ 

column parts and approximated 
mole fraction profile of iso
propanol 487/ 

control of 481-491 
heterogeneous two-phase system 

and assumed mole fractions 
near phase boundary 482/ 

modeling 481-491 
results 485 
simplified dynamic model for 485 

movement of temperature front 485 
order reduction 485 

simulation 481-491 
steady-state temperature and 

mole fractions profile 486/ 
stepwise decrease of feed rates, 

dynamic behavior 486/ 
stepwise decrease of heating 

steam flow rate, dynamic 
behavior 487/ 

temperature profile 482/ 
column, mathematical model for 

simulation of extractive 481-485 

DNT (see Denitrotoluene) 
DO (see Dissolved oxygen) 
Dosing policy and clotting time 

response for heparin model 433/ 
Drug(s), anticoagulant 

action, mechanism of 425-426 
therapy 

adaptive control 425 
modeling 425 
parameter identification 425 

use of 425 
Dynamic 

mass and energy balances 155-156 
mass and energy balances 155-156 
model for extractive distillation 

column, simplified 485 
-unit system 

example, rectification of measure
ment errors 172-174 

flow diagram 173/ 
modified occurrence matrix 173/ 

£ 
ECES, automatic system for finding 

accurate solutions to equilibria of 
electrolyte systems 309 

Electrolyte systems, ECES, automatic 
system for finding accurate solu
tions to equilibrium of 309 

Electrolyte systems, prediction of 
equilibrium of 309 

E M (ensembles of molecules) 195 
Energy 

-integrated systems, salient 
characteristics 91 

integration 105-107 
-intensive processes, design changes 

to 90-91 
utilization, impact of process 

dynamics and control on 89 
Ensembles of molecules (EM) 195 

family of isomeric (FIEM) 195 
Equation solvers 24 
Equilibrium 

chemical 118-120 
and phase 123-128 

computational of chemical 115-132 
computation of phase 115-132 
of electrolyte systems, ECES, auto

matic systems for finding accu
rate solutions to 309 

of electrolyte systems, prediction of 309 
difficulties 309 

inside-out algorithms, application to 
simultaneous phase and 
chemical 147-149* 

in liquid phase, modeling frac-
tionator with finite reaction 
and ionic 320 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ix

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 



500 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Equilibrium (continued) 
phase 120-123 
physical situation of mixture at 116/ 
processes, PROSIM program for 

simulation calculations for 349 
processing of hydrocarbons, petro

leum, and associated gases in 
coexisting vapor and liquid 
phases, computer simulation 
programs 343-351 

restricted chemical 128-129 
stage processes, simulation of 

multiple 350 
stage separation with chemical and 

ionic equilibrium and/or 
chemical reaction, counter-
current 309-325 

vapor-liquid 121/ 
Error in direct solution of large sparse 

systems of linear equations, mini
mization of 269-280 

Ethanol, production of single-cell 
protein from 355-356 

Ethanol to protein, computer on-line 
control and optimization of batch 
process for microbial conversion 
of 355-366 

Experimental results and computer 
simulations, comparison of 283-287 

wall temperature load upsets 287 
set point changes, constant 

sample time 285-287 
set point changes, variable 

sample time 283-285 
Extractive distillation column 482/ 

control of 481-491 
mathematical model for simulation 

of 481-485 
modeling of 481-491 
simulation of 481-491 
simulation results for 485 

Family of isomeric ensembles of 
molecules (FIEM) 195 

Feed system, two-flask 361/ 
Feedback control design techniques, 

classification 92 
Fermentation, controlled batch-fed ... 365/ 
Fermentation system, computer-

coupled 359/ 
FIEM (family of isomeric ensembles 

of molecules) 195 
Filtering theory estimates of unmeas

ured state variable 104 
Flash calculations 7 
Flow 

Flow (continued) 
diagram of batch ultrafiltration 

process 459/ 
diagram for serial system 158/ 
in series of expanding pipes, 

sonic 185/-186/ 
in series of expanding pipes, 

subsonic 184/ 
in straight pipe, different models 

for choked 181/ 
in a straight pipe, mathematical 

models for steady-state sub
sonic gas 176-179 

Flowsheet 
architectures 8-27 
program 

of hydrocracker simulator 444/ 
of linear programming 

preprocessor 439/ 
of reformer simulator 446/ 

synthesis, total 69-73 
AIDES system 69-71 
algorithm for generating all 

alternative flowsheets 72 
BALTAZAR system 69-71 
embedding 72-73 

continuous "structural param
eter" variables 72-73 

optimization 72 
Johns and Romero system 69-72 
mixed integer linear program 73 

of synthetic natural gas process 299/ 
of Toledo hydrocracker, process .... 443/ 

Flowsheeting systems 4-5 
physical property subsystems in .... 6 

Fluid catalytic cracker, linking 
simulator to preprocessor 447 

Fluid catalytic cracker simulator ...440-442 
program of 441/ 

Fractionator 
with chemical and ionic equilibria 

occurring in liquid phase, 
modeling 313-319 

with finite reaction and ionic 
equilibria in liquid phase 320 

with finite reaction in liquid phase, 
modeling 310-313 

Frequency domain design 
techniques 94-96 

characteristic loci controller 96 
commutative controller 96 
decoupling 94-95 

partial ("one-way") 95 
static 95 

direct Nyquist array 96 
inverse Nyquist array technique ....95-96 
partial ("one-way") decoupling .... 95 
sequential return difference 96 
static decoupling 95 
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INDEX 501 

G 
Gas 

choking in straight pipeline 179-187 
friction factor 

adiabatic conditions, variable .. 182 
isothermal conditions, constant 180 
isothermal conditions, 

variable 180-182 
flows with series of restrictions 182-187 

-distribution network with tree 
structure 177/ 

-distribution system with a tree 
structure, simulation of 176 

flow in a straight pipe, mathemati
cal models for steady-state 
subsonic 176-179 

pipe networks, simulation of 
choked flow in 175-187 

Gibbs free energy, hypothetical 
surface of 125/ 

H 

Heat exchanger 
flow-forced 281 
control algorithm, feedback 282 
feedback control algorithm 282 
network synthesis 57-63 
variable sample-time algorithm for 

microcomputer control of ... 281-290 
Heat integration, synthesis of separa

tion systems with 65 
Heat-recovery applications 106 
Heparin 

administration, optimization of 425 
CSTR model for 427/ 
data 428/ 
main route of actions 430 
mechanism, phagocytosis elimina

tion model for 429 
metabolite-inhibition model for .426-429 
model, clinical use of 432-433 

correlation of parameters with 
easily measured clinical 
variables 432 

model refinement 432 
parameter fitting 432 

model, optimum dosing policy and 
clotting time response for 433/ 

modeling 426-429 
therapy, optimal control of 431 

Hydrocarbons, petroleum, and asso
ciated gases in coexisting vapor 
and liquid phases, computer 
simulation programs for equilib
rium processing of 343-351 

Hydrocracker, process flowsheet of 
Toledo 443/ 

Hydrocracker simulator 442-445 
to preprocessor, linking 448-450 
program flowsheet of 444/ 

Hydrometallurgical process 328 

I 
Industrial 

chemistry, reaction-path synthesis 
in 193-204 

nitration, heterogenous 404 
polymerization reactors, control of 

continuous 251-267 
polymerization reactors, modeling 

of continuous 251-267 
processes, ASPEN, advanced capa

bilities for modeling and simu
lation of 293-308 

Inferential control 104 
Influent flow rate of uncontrolled 

reactor, DO profile parameters 
and 377/ 

Infusion policy 432 
optimal 432 

Insensitive controller 103 
Inside-out adiabatic single-stage flash 

algorithm 144i 
Inside-out algorithms for multicom

ponent separation process 
calculations 135-150 

Integral reactor experiments, design 
of 241-249 

design 
complete 249f 
efficacy 249f 
in 3 variables, two-level factorial 247 

grand null hypothesis 241 
illustration 245-249 

mathematical model 241 
numerical values of parameters .. 242 

runs, selection of number of 243 
Integral reactor experiments, reaction-

rate equations from 235-250 
Ionic equilibrium and/or chemical 

reaction, countercurrent equilib
rium stage separation with 
chemical and 309-325 

Isomeric ensembles of molecules 
(FIEM), family of 195 

Iteration number, change in logarithm 
of Euclidean norm of f(xi) as 
function of 277t 

Iterative 
approach for solution of stiff ODE 

models of reacting polydis-
persed particles 217-233 

finite difference solution comparison 
to Gears method 230/ 

refinement of solution of sparse 
system of linear equations .274-275 
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502 C O M P U T E R A P P L I C A T I O N S T O C H E M I C A L E N G I N E E R I N G 

Iterative (continued) 
simulation model for Leach 

Process 331-332 
computer programs, disadvan

tages of available 331 
modules 331-333 

simulation modules 334/ 

J 
JUSE-L-GIFS 24 

Κ 
Kinetics and mass-transfer model for 

Leach Process 333-337,338/ 
algorithm and applications 337-340 

computer program 339-340 
model, application parameters .... 340 

Arbiter Process example 333-337 
modified shrinking core model 333 

Kinetic modeling, systems approach to 409/ 

L 
Leaching of copper concentrates, 

Arbiter Process for ammoniacal .. 328 
Leaching, modeling of chemical proc

esses with multicomponent multi
stage 327 

Leach process 
complex 332/ 
models 327-342 
simple 329/ 

Linear 
discrete model (SISO) 101 
dynamic systems, state space regula

tion equation 93 
equations, minimization of round-off 

error in direct solution of large 
sparse systems of 269-280 

programming (LP) 
matrix, preprocessor activities in 

refinery 452 
models 

refinery 437 
structure of preprocessor-

generated 452-454 
preprocessor 438-440 

program flowsheet of 439/ 
-quadratic problem (LQP) 99-100 

controller synthesis approach 
features 100 

linear proportional feedback .... 99 
systems 20-21 

Linnohoff and flower heat-exchanger 
network 59-61 

Loop, control with recycle 19/ 
Loops, tearing 15/ 
LQP (see Linear-quadratic problem) 

M 
Mass-transfer model, kinetics and 338/ 
Mass transfer model for Leach 

Process, kinetics and 333-337 
Mathematical 

model of hydrodynamics relating 
pressure drop to fluid flow 
between nodes 175 

material balance 175 
momentum balance 175 

models of reacting polydispersed 
particles 217 

models for steady-state subsonic 
gas flow in a straight pipe ...176-179 

Matrix, cycle 10-12 
for Cavett problem 13/ 
for tearing-loop system 15/ 

Matrix methods, sparse 5-6 
Measurement s ) 

errors, large 253 
errors, rectification of 

for complex chemical processes 153-172 
dynamic-unit system example .172-174 
gross 165-169 
multicomponent mass and 

enthalpy balances for exam
ple steady-state system ...169-172 

random 162-165 
identification of biases and gross 

errors in 153 
problems in control of polymer 

reactors 251-253 
discrete data 251 
off-line analyses 251-253 
sampling intervals, long 253 

for required parameters to be deter-
minables, selection of neces
sary 161-162 

Microbial conversion of ethanol to 
protein, computer on-line control 
and optimization of batch 
process for 355-366 

Microcomputer control of heat 
exchanger, variable sample-time 
algorithm for 281-290 

Microprocessor, implementation and 
field tests of INTEL 8080 491 

ΜΙΜΟ (multiple input-multiple 
output) 94 

Minimization of round-off error in 
direct solution of large sparse 
systems of linear equations 269-280 

Minimization, unconstrained 38-40 
Minimum variance control 101-103 
Model(s) 

ASPEN library of process 293 
AT-III dynamic behavior 430 
-building in batch reactors 239-240 
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INDEX 503 

Model(s) (continued) 
for choked flow in straight pipe, 

different 181/ 
clinical use of heparin 432-433 
formulation, reaction-rate equations 

data for 235-236 
for heparin 

CSTR 427/ 
mechanism, phagocytosis 

elimination 429 
metabolic-inhibition 426-429 
optimum dosing policy and clot

ting time response 433/ 
for heterogeneous nitration of 

toluene 404 
of hydrodynamics relating pressure 

drop to fluid flow between 
nodes, mathematical 175 

compressible fluids at isothermal 
conditions 176 

incompressible fluids 175-176 
kinetics and mass-transfer 338/ 
leach process 327-342 

iterative simulation 331-332 
kinetics mass-transfer 333-337 

linking process simulators to refin
ery linear programming 437-456 

metabolite-inhibition 428/ 
for optimization of DNT produc

tion, requirements of mathe
matical 404 

for optimization of DNT produc
tion, verification of 419-421 

comparison of model predictions 
vs. experimental data 420* 

for polydispersed particles, 
reaction 219-220 

for pressure drop and fluid flow 
correlation 175 

program structure of pyrolysis 
reactor 391/ 

to rate data, fitting reaction rate 237-239 
of reacting polydispersed particles, 

iterative approach for solutions 
of stiff ODE 217-233 

of reacting polydispersed particles 217 
refinery LP 437 
selection on controller design, 

effect of 93 
shrinking-core 335/ 
for simulation of extractive distilla

tion column, mathematical .481-485 
dynamic behavior of reboiler 484 
energy and mass transfer between 

phases 483 
lag elements 484 
mass exchange between vapor 

and liquid 483 
mass transfer rates 483 

Model(s) (continued) 
for steady-state subsonic gas flow 

in a straight pipe, mathe
matical 176-179 

structure of preprocessor-generated 
LP 452-454 

tube-wall reactor 469-479 
tubular pyrolysis reactor 385-387 

Modeling 
of anticoagulant drug therapy 425 
of chemical processes with multi-

component multistage 
leaching 327 

closed-loop experimental configura
tion, process 258/ 

clotting time 429 
of continuous industrial poly

merization reactors 251-267 
and control of activated sludge 

process 367-381 
and controller design for multivari-

able unit operations, physical .. 93 
of extractive distillation column .481-491 
fractionator 

with chemical and ionic equilibria 
occurring in liquid phase .313-319 

ECES-FRACHEM 313 
algorithm for FRACHEM-

ECES 315 
subroutines 313-319,316/, 317/ 

REACTL (one) 314/ 
with infinite reaction and ionic 

equilibria in liquid phase 320 
with finite reaction in liquid 

phase 310-313 
heparin 426-429 
of nitration reactor systems, systems 

engineering approach to 408 
process 253-262 

open-loop experimental con
figuration 258/ 

and simulation of industrial proc
esses, ASPEN, advanced 
capabilities for 293-308 

systems approach to kinetic 409/ 
Modular architecture 

sequential 10 
simultaneous 25-27 
two-tier approach, simultaneous .... 26/ 

Modular systems, design problem of 
sequential 18-20 

Modular systems, sequential 8 
Multicomponent separation processes 135 

calculations, inside-out algorithms 
for 135-150 

conventional methods for solving 
the coupled set of describing 
equations and thermophysical 
property models 135-137 
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504 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Multicomponent separation processes 
(continued) 

inside-out concept 137 
application to highly nonideal 

systems 143 
common features of imple

mentations 138,140-141 
goals 137 
modification of describing 

equations 140 
multi-stage inside-out algorithms 143 
simple K-value and enthalpy 

models 138-140 
single-stage inside-out 

algorithm 142-143 
Molecules (EM), ensembles of 195-196 
Molecules (FIEM), family of 

isomeric ensembles of 195 
Multicomponent mass and enthalpy 

balances for steady-state system .. 170/ 
Multicomponent mass and enthalpy 

balances for steady-state system, 
modified current matrix for 171/ 

Multiple input-multiple output 
(ΜΙΜΟ) 94 

Ν 

Network with tree structure, gas-
distribution 177/ 

Networks, simulation of choked flow 
in gas pipe 175-187 

Nitration 
of aromatic compounds 403 
chemistry of 406/ 

of toluene 405 
heterogeneous 407f 

industrial 404 
of toluene to dinitrotoluene, com

puter simulation of 403-422 
of toluene, models for 404 

reactor systems, systems engineer
ing approach to modeling of ... 408 

Nitric acid in mixed acid, activity 
coefficient of 413/ 

Nitrogen purge system, flowrates and 
pressures for 179i 

Nonlinear problems, optimization 
methods for 37-47 

Nonlinear programming 40-47 
exact penalty-function method 41 

augmented Lagrangian methods 43 
Lagrangian function 42 
Powell-Hestenes multiplier 

method 43 
proximal method of multipliers .... 43 
quadratic penalty term 42 
Zwangwill-Pietrzykowski penalty 

function 41-42 

Nonlinear programming (continued) 
global convergence 45-47 
gradient projection method 43 

variable-metric projection 44 
reduced-gradient method 44 

Norm of residual, cubic 14-17 

Ο 

Observer theory estimates of unmeas
ured state variables 104 

ODE (see Ordinary differential 
equations ) 

Olefins plants, optimization of 383 
Operating constraints 207 
Operational parameters, classification 

of 156-162 
Operational parameters for complex 

chemical processes, classification 
of 153-172 

Optimal 
control, discrete-time 101 
control of heparin therapy 431 

performance index, minimization 
of 431 

infusion policy 432 
policy, time 432 

Optimization 
of batch process for microbial con

version of ethanol to protein, 
computer on-line control and 355-360 

and control, on-line 102-103 
problems 102 

of dinitrotoluene production facility 403 
of DNT production, requirements 

of mathematical model 404 
of DNT production, verification of 

model 419-421 
of heparin administration 425 
methods for nonlinear problems 37-47 
of olefins plants 383 
problem, solution of 117 
strategies, coordination of plant 

control and 89 
in tube-wall reactor, yield 469-480 

Optimized tube-wall reactor 
advantages 469 

Optimizing control 
of fluid catalytic cracker, steady-

state 214 
problem for integrated chemical 

plant, formulation of 211 
problem for single unit, formula

tion of 208-210 
constraint control loops, parti

tioning of initial 210 
constraint sets at X° , modifica

tion of 209 
control loops, repartitioning of .... 210 
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INDEX 505 

Optimizing control (continued) 
problem for single unit, formula

tion of (continued) 
control structure modification 

at X ° 201 
Lagrangian formulation and 

Kuhn-Tucker conditions 209 
operating point X ° , finding 

feasible 209 
search direction 210 

search directions at X ° , selection 
of new 210 

search procedure towards new 
optimum 210 

steady-state optimization problem 208 
variables, selection of process-

controlled and manipulated 208 
steady-state 207 
structures for chemical plants, 

design of 207-214 
Optimizing controllers, control strate

gies for on-line implementation 211-214 
Optimum dosing policy and clotting 

time response for heparin model 433/ 
Ordinary differential equations 

(ODE) 217 
computational difficulty associated 

with stiffness of 217 
numerical solution techniques .... 218 

models of reacting polydispersed 
particles, iterative approach for 
solution of stiff 217-233 

stiffness conditions in 218-219 
Organic synthesis 

approaches, computer-aided 193 
CHIRP program for computer-

aided 196 
connectivity matrix approach to .195-196 
systems for conduction of computer-

aided 193 
Oxygen 

concentration profiles with organic 
removal, dissolved 371-376 

control, dissolved 370-371 
demand disturbance, influent bio

chemical 375/ 
profiles with combined organic 

removal and nitrification, 
dissolved 376-381 

uptake rate(s) 
four subreactors in uncontrolled 

reactor, specific carbona
ceous 377/ 

in plug-flow reactor, steady-state 
spatial distribution of 
different 380/ 

profile parameters of uncontrolled 
reactor, specific carbona
ceous 378/ 

Ρ 
Parameter identification of antico

agulant drug therapy 425 
Partitioning 10-12 

two-net network 11/ 
Parameter (s) 

classification of operational 156-162 
classification terminology 154 
for complex chemical processes, 

classification of operational .153-172 
computer monitoring of indirectly 

measured 355 
to be determinables, selection of 

necessary measurements for 
required 161-162 

identification algorithm 162 
external 159 
measured 157 

identification of additional over-
measured parameters 159 

identification of all disjoint 
subsystems 159 

unassigned equations subsets 157 
unmeasured 157 

Particles 
iterative approach for solution of 

stiff ODE models of reacting 
polydispersed 217-233 

mathematical models of reacting 
polydispersed 217 

pyrolysis of polydispersed coal.. .221-229 
Petroleum, and associated gases in 

coexisting vapor and liquid 
phases 343-351 

Phase equilibrium 120-123 
algorithms 120-123 
chemical and 123-128 

inside-out algorithms, applica
tion to simultaneous 147,149i 

computation of 115-132 
FORTRAN program XFLASH 122 
FORTRAN program YFLASH 122 
nonideal solutions, involving two or 

less liquid phases 122 
Physical property subsystems in flow-

sheeting systems 6 
Pipe(s) 

different models for choked flow 
in straight 181/ 

and fittings, models for pressure 
drop and fluid flow correla
tion for 175 

mathematical models for steady-
state subsonic gas flow in a 
straight 176-179 

networks, simulation of choked 
flow in gas 175-187 

subsonic flow in series of expanding 184/ 
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506 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Pipeline, gas choking in straight ...179-187 
Plant control and optimization strate

gies, coordination 89 
Plex data structure (pointer system) .. 6 
Pointer system (plex data structure) .. 6 
Polydispersed particles 

coal, pyrolysis of 221 
iterative approach for solution of 

stiff ODE models of reacting 217-233 
reaction model for 219-220 

particle-size distributions 
incorporation 219 

finite difference approximation 220-221 
simultaneous solution of stiff dif

ferential equations through 
implicit technique 219 

mathematical models of reacting .... 217 
Polymer reactor systems, control of 262-267 
Polymer reactors, measurement prob

lems in control of 251-253 
Polymerization reactors, control of 

continuous industrial 251-267 
Polymerization reactors, modeling of 

continuous industrial 251-267 
Preprocessor 

activities in refinery LP matrix .. .452-454 
applications and use 454-455 
-generated feed property balance 

rows and change activities ...452-454 
-generated LP model, structure 

of 452-454 
linking fluid catalytic cracker, 

simulator to 447 
linking hydrocracker simulator to 444-450 
linking reformer simulator to 450-452 
LP 438-440 
program flowsheet of linear pro

gramming 439/ 
system 455-456 

Process(es) 
for ammoniacal leaching of copper 

concentrates, Arbiter 328 
ASPEN, advanced capabilities for 

modeling and simulation of 
industrial 293-308 

calculations, inside-out algorithms 
for multicompenent separa
tion 135-150 

classification of operational 
parameters 153-172 

complex leach 332/ 
control difficulties of activated 

sludge process 367-368 
design changes to energy-intensive 

processes 90-91 
disturbance patterns of activated 

sludge 367-368 
dynamics and control on energy 

utilization, impact of 89 

Process (es) (continued) 
flowsheet of synthetic natural gas .. 299/ 
hydrometallurgical 328 
iterative simulation model for 

Leach 331-332 
kinetics and mass transfer model 

for Leach 333-337 
mathematical formulations for 

correlating time cycles with 
operating conditions or ultra
filtration 458-462 

for microbial conversion of ethanol 
to protein 355-366 

model(s) 
ASPEN library of 293 
leach 327-342 
type, empirical (linear) 

dynamic 254-255 
type, mechanistic (nonlinear) ... 254 

modeling 
closed-loop experimental 258/ 
and control of activated sludge 367-368 
model identification, empirical .... 259 

identification from plant data .. 261 
process-transfer function 

models 259-260 
stochastic models for disturb

ances 260 
open-loop experimental configu

ration 258/ 
with multicomponent multistage 

leaching, modeling of chemical 327 
multicomponent separation 135 
optimal design of batch ultrafiltra-

tion-diafiltration 457 
plant experimentation 255 

closed-loop 259 
input sequences, desired 

characteristics 256-257 
open-loop 256 
problems 255 

rectification of measurement errors 
for complex chemical 153-172 

simple Leach 329/ 
simulation 343 

of multiple equilibrium stage 350 
steady-state chemical 3-27 

simulators to refinery linear pro
gramming model, linking 437-456 

synthesis 53-77 
Processing of hydrocarbons, petro

leum, and associated gases in 
coexisting vapor and liquid 
phases 343-351 

Programming, nonlinear 40-47 
Protein, computer on-line control and 

optimization of batch process for 
microbial conversion of ethanol 
to 355-366 
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INDEX 507 

Protein (SCP) from ethanol, produc
tion of single-cell 355-356 

fed-batch vs. continuous operation 356 
materials and methods 358 

control program software 
package 360-364, 362t-363t 

ethanol feed 360 
fermentation conditions 358 
media composition 358 
organism Candida utilis 358 
maximizing conditions 355-356 

measurement cell biomass and 
growth rate, indirect 357-358 

substrate balancing, computer-
aided on-line 357 

results 364 
PROSIM, program organization 345/ 
PROSIM program subroutines for 

simulation calculations for equi
librium processes 349 

Pyrolysis 
computational framework, Braun's 383 
furnace 385 

schematic diagram of 386/ 
simulation, temperature profiles .. 395/ 

of polydispersed coal particles ... 221-229 
computation results, comparison 

of 229 
computation time and accu

racy, dependence on time 
increment 231* 

finite différence approximations 
and iterative technique .225-227 

kinetics of thermal decomposition 221 
model 222-224 

physical properties and param
eters used for calculations 224* 

pyrolysis kinetics, wide range 
of time constants of 223* 

reactor design calculations 221 
solution by stiff solver 224 

subroutine DVOGER 224 
temperature equation, stability 

of 227-229 
program PF60, inputs and outputs, 

Brauns 391/ 
reactor(s) 

comparison of alternate and 
optimum 401* 

design of 396 
optimum 383-401 
variations of dependent and 

independent variables 398/ 
design data 397* 
model program structure of 391/ 
model, tubular 385-387 

applications 393 
furnace simulation 393 

furnace flexibility 395 

Pyrolysis (continued) 
reactor ( s ) ( continued ) 

model, tubular (continued) 
program structure 390 
solution method 388 

boundary value problem .388-390 
initial value problem 388 

study results 396* 
simulation and control of 383 

technology development system ... 384/ 

Q 
Quasi-linearization 24 

quasilin 24 
MULTICOL 24 

R 
R-category nomenclature 200 

R-category, existence requirements 
for atom set of 201 

R-category, R224 201-204 
Reaction 

model for polydispersed 
particles 219-220 

-path synthesis 66-68 
in industrial chemistry 193-204 

evaluation 67 
representation 66 

bond electron connection 
matrix 67 

carbon atom bonding with 
carbon atoms and 
heteroatoms types 66 

linked lists and function 
codes 66 

synthesis strategy 67 
alternative development 

through functionality 
and sketal structure 67 

computer programs 68 
solvay clusters 68 

-rate equations 
data for model formulation 235-236 
development objectives 235 
from integral reactor experi

ments 235-250 
-rate models to rate data, fitting .237-239 

equation, deduction of approxi
mate correct form of 237 

factorial experiment analysis 
deduction of acceptable 
forms of chemical reaction 237-239 

parameter estimation 237 
Reactor(s) 

advantages, optimized tube-wall .... 469 
comparison of alternate and 

optimum pyrolysis 401 
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508 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

Reactor ( s ) ( continued ) 
concentration profiles of ammonium, 

nitrate, and nitrate in plug-
flow 379/ 

control configuration 252/ 
control of continuous industrial 

polymerization 251-267 
design, pyrolysis 396 

data 397* 
optimum 383-401 
variations of dependent and inde

pendent variables, pyrolysis 398/ 
disturbed by diurnal load changes, 

DO concentrations of uncon
trolled 375/ 

DO profile parameters and influent 
flow rate of uncontrolled 377/ 

experiments, design of integral ... 241-249 
experiments, reaction-rate equations 

from integral 235-250 
with full and no nitrification, DO 

profiles in plug-flow 380/ 
length and corresponding pressure 

drop vs. optimal yield, 
optimal 477/ 

measurement problems in control 
of polymer 251-253 

model 
-building in batch 239-240 
program structure of pyrolysis .... 391/ 
tube-wall 469-479 
tubular pyrolysis 385-387 

modeling of continuous industrial 
polymerization 251-267 

product yield vs. reactant conver
sions in tube-wall 475/ 

simulation and control of pyrolysis 383 
specific carbonaceous oxygen up

take rate four subreactors in 
uncontrolled 377/ 

specific carbonaceous oxygen up
take rate profile parameters of 
uncontrolled 378/ 

steady-state spatial distribution of 
different oxygen uptake rates 
in plug-flow 380/ 

systems, control of polymer 262-267 
systems, systems engineering 

approach to modeling of com
plex nitration reactor 408 

yield optimization in tube-wall ...469-480 
Rectification of errors 

for complex chemical processes .153-172 
of gross measurement 165-169 

algorithm for searching source of 
extreme error 167 

algorithm using separate statistic 
for each balance equation .... 168 

Rectification of errors (continued) 
construction of statistical tests 165-166 
serial elimination algorithm 167 

of measurement, dynamic-unit sys
tem example 172-174 

measurement, multicomponent mass 
and enthalpy balances for 
example steady-state system 169-172 

classification of measured and 
unmeasured parameters 169 

of random measurement 162-165 
algorithm for constructing system 

matrix 164 
dynamic systems 163 

Recycle loop, control with 19/ 
Refinery LP matrix, preprocessor 

activities in 452 
Refinery LP models 437 

economic inputs 437 
linking process simulators to 437-456 
technical inputs 437 

Reformer simulator 445 
loops in program, nested 445 

composition of recycle gas 445 
octane number of C 5

+ reformate .. 445 
to preprocessor, linking 450-452 

simulator requirement 450 
feed description of 450-451 
hydrocarbon components ...450, 451i 

program flowsheet of 446/ 
subroutine form 445 

Relative gain array 104-105 
Root locus techniques 97-99 

control, optimal 99-102 
discrete-time control 99 
dynamic controller 97-98 
optimal control 99-102 
pole-placement algorithms applica

tion to ΜΙΜΟ systems with 
incomplete state variable 
feedback 97 

S 

Sample-time 
experimental testing 283 
of ten seconds, constant 288/ 
variable 

algorithm for microcomputer con
trol of heat exchanger 281-290 

control algorithm 281-283 
equipment and arrangement 

for testing 284/ 
modified 284/ 

for steam pressure changes 288/, 289/ 
with and without thermocouple 

dynamics in simulation .284/,286/ 
SCP (single-cell protein) 355 
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INDEX 509 

Separation 
with chemical and ionic equilibrium 

and/or chemical reaction, 
countercurrent equilibrium 
stage 309-325 

process calculations, inside-out algo
rithms for multicomponent .135-150 

processes, multicomponent 135 
system synthesis 63-65 

algorithms for "list splitting" 
sequences 64-65 

with heat integration 65-66 
simple separation sequence, split 

list representation for 64/ 
simple separators 63 

flowsheets, computer program 
to invent 63 

thermally coupled distillation 
column arrangement, multi-
component mixture 65 

Sequencing tree 216/ 
Sequential modular architecture 10 
Sequential modular systems 8 

design problem of 18-20 
Serial system, signal graph representa

tion for 158/ 
Serial system, flow diagram for 158/ 
Signal graph representation for serial 

system 158/ 
Simulation 

calculations for equilibrium proc
esses, PROSIM program for .... 349 

of choked flow in gas pipe net
works 175-187 

and control of pyrolysis reactors .... 383 
of extractive distillation 481-491 

column, mathematical model 
for 481-485 

of gas distribution system with a 
tree structure 176 

of heterogeneous nitration of 
toluene to dinitrotoluene 403-422 

of industrial processes, ASPEN, 
advanced capabilities for 
modeling and 293-308 

model for Leach Process, 
iterative 331-332 

modules, iterative 334/ 
of multiple equilibrium stage 

processes 350 
ASFPH 351 
SHORT subroutine 350 
TAYLOR subroutine 350 

process 343-351 
programs for equilibrium process

ing of hydrocarbons, petro
leum, and associated gases in 
coexisting vapor and liquid 
phases, computer 343-351 

Simulation (continued) 
programs, steady-state 4 
results for extractive distillation 

column 485 
steady-state chemical process 3-27 
temperature profiles pyrolysis 

furnace 395/ 
Simulator 

fluid catalytic cracker 440-442 
convergence loops in program, 

nested 440 
to preprocessor, linking 447 
program of 441/ 
recycle rate and composition .440-442 

hydrocracker 442-445 
subroutine form 445 
conversion per pass 445 
recycle rate and composition .442-445 

program flowsheet of hydrocracker 444/ 
program flowsheet of reformer 446/ 
to preprocessor, linking hydro-

cracker to 448-450 
hydrocarbon components, estima

tion of 448-449 
simulator requirements 448-450 

feed description 448 
unit description operation 448 

to preprocessor, linking reformer 450-452 
reformer 445 
to refinery linear programming 

model, linking process 437-456 
Simultaneous, computations 21-24 
Simultaneous modular architecture ...25-27 

two-tier approach 26/ 
SISO (single input-single output) .... 101 

linear discrete model 101 
Sparse 

matrices, storage schemes 269-270 
random packing scheme 269 
systematic packing scheme 270 

matrix methods 5-6 
system 

of equations, solution of 270 
numerical solution 270 
partitioning 270 
reordering or tearing 270-271 

direct method 270 
iterative methods 270-271 

of linear equations 
error analysis in solution 

of 273-274 
iterative refinement in solu

tion of 274-275 
minimization of round-off error 

in direct solution of 
large 269-280 

Shacham and Kehat's direct 
method for solution 
of 271-272,279 
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510 COMPUTER APPLICATIONS TO CHEMICAL ENGINEERING 

State variable(s) 
control, deficiency of 103 
filtering theory estimates of 

unmeasured 104 
observer theory estimates of 

unmeasured 104 
Steady-state 

chemical process simulation 3-27 
reviews, books, and projects 4 

mass and energy balances, multi-
component 154-155 

optimizing control 207 
of fluid catalytic cracker 214 

simulation programs 4 
spatial distribution of different 

oxygen uptake rates in plug-
flow reactor 380/ 

subsonic gas flow in a straight pipe, 
mathematical models for 176-179 

system, multicomponent mass and 
enthalpy balances for 170/ 

Stepwise decrease of feed rates, new 
control system 489/ 

Subroutine form 442 
Synthesis 

approaches, computer-aided 
organic 193 

CHIRP program for computer-
aided organic 196 

connectivity matrix approach to 
organic 195-196 

control system 73 
definition of 53-55 

complementarity of engineer and 
computer 54 

computer role in 53-54 
heat-exchanger network 57-63 

area-oriented heat content 
diagram 58/ 

stream neat content diagram 58/-62 
in industrial chemistry, reaction-

path 193-204 
multiple objective function 

problem 76 
problems, classification of 57-77 
process 53-77 
reaction path 66-68 
research problems of 55-57 

alternatives 
analysis and evaluation 56 
representation 55-56 
search strategy 56 

separation system 63-65 
with heat integration 65-66 

dual bounding, algorithm 65-66 
dynamic programming 65-66 
heat integration of columns .... 66 

thermally coupled columns 66 
total flowsheet 69-73 

Systems 
approach to kinetic modeling 409/ 
design and control considerations, 

integration of 105-107 
engineering approach to modeling 

of nitration reactor systems .... 408 
chemical kinetics 412-418 

activation energies for ortho, 
para, and meta substitu
tion during mononitration 415 

activities of hydrogen ion and 
water 412 
building-block approach to 

process simulation 419 
frequency factor estimation .... 418 
kinetic expression for 

nitration 414-415 
HR acidity scale for sulfuric 

acid 415 
rate-determining steps 412 
rate expressions for reactions .. 418 
solution of equations 419 
steric effects 415 

mass transfer 410 
material balance 410 
phase equilibrium 411 
stoichiometry 408-410 

single-net 13/ 

Τ 
Tearing criterion, optimal 12-18 
Tearing loops 15/ 

system, cycle matrix for 15/ 
Thermophysical data 6 
Time optimal policy 432 
Toluene 

dinitration, distribution of isomers 
from 406/ 

to dinitrotoluene, computer simula
tion of heterogeneous 
nitration 408-422 

models for heterogeneous nitration 
of 404 

nitration, chemistry of 405 
Tube-wall reactor 

advantages, optimized 469 
model 469-479 

analytic solutions 472 
product yield 473 
reactant conversion 472 

assumptions 469-470 
numerical results and 

discussion 473-479 
consecutive-paralleled 

reaction 474-479 
consecutive reaction 479 

parallel reaction 479 
reaction scheme, first-order 

consecutive parallel 470-472 
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INDEX 511 

Tube wall reactor (continued) 
product yield vs. reactant 

conversion in 475/ 
yield optimization in 469-470 

U 

Ultrafiltration 
application of 457-458 
cycle, diafiltration effect on deter

mination of optimum 458 
-diafiltration process, optimal 

design of batch 457 
process, flow diagram of batch ... 459/ 
process, mathematical formulations 

for correlating time cycles with 
operating conditions 458 

stages, optimum time cycles of 462 
time cycle equation 461 

Unconstrained minimization 38-39 
conjugate-gradient methods 40 
descent test 39 

Unconstrained minimization (continued) 
global minimum 39-40 
quasi-Newton or variable-metric 

methods 38-40 
BFGS (Broyden-Fletcher-

Goldfarb-Shanno) formula .38-39 
optimal conditioning 38 
self-scaling 39 

tunneling algorithm 40 
UNIFAC computer program ( Univer

sal quasichemical Functional 
group Activity Coefficients) 6-7 

User interface 4 

V 
Vapor-liquid equilibrium 121/ 

Y 
Yield optimization in tube-wall 

reactor 469-480 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 3

0,
 1

98
0 

| d
oi

: 1
0.

10
21

/b
k-

19
80

-0
12

4.
ix

00
1

In Computer Applications to Chemical Engineering; Squires, R., el al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1980. 




